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The goal of this second edition of Medical Physiology is to
provide a clear, accurate, and up-to-date introduction to
medical physiology for medical students and students in
the allied health sciences. Physiology, the study of normal
function, is key to understanding pathophysiology and
pharmacology and is essential to the everyday practice of
clinical medicine.

Level. The level of the book is meant to be midway be-
tween an oversimplified review book and an encyclopedic
textbook of physiology. Each chapter is written by medical
school faculty members who have had many years of ex-
perience teaching physiology and who are experts in their
field. They have selected material that is important for
medical students to know and have presented this material
in a concise, uncomplicated, and understandable fashion.
We have purposely avoided discussion of research labora-
tory methods or historical material because most medical
students are too busy to be burdened by such information.
We have also avoided topics that are unsettled, recogniz-
ing that new research constantly provides fresh insights
and sometimes challenges old ideas.

Key Changes. Many changes have been instituted in
this second edition. All chapters were rewritten, in some
cases by new contributors, and most illustrations have
been redrawn. The new illustrations are clearer and make
better use of color. An effort has also been made to insti-
tute more conceptual illustrations, rather than including
more graphs and tables of data. These conceptual dia-
grams help students understand the general underpinnings
of physiology. Another key change is the book's size: It is
more compact because of deletions of extraneous material
and shortening of some of the sections, most notably the
gastrointestinal physiology section. We also overhauled
many of the features in the book. Each chapter now con-
tains a list of key concepts. The clinical focus boxes have
been updated; they are more practical and less research-
oriented. Each chapter includes a case study, with ques-
tions and answers. All of the review questions at the end
of each chapter are now of the USMLE type. Lists of com-
mon abbreviations in physiology and of normal blood val-
ues have been added.

Content. This book begins with a discussion of basic
physiological concepts, such as homeostasis and cell sig-
naling, in Chapter 1. Chapter 2 covers the cell membrane,
membrane transport, and the cell membrane potential.
Most of the remaining chapters discuss the different organ
systems: nervous, muscle, cardiovascular, respiratory, re-
nal, gastrointestinal, endocrine, and reproductive physiol-

ogy. Special chapters on the blood and the liver are in-
cluded. Chapters on acid-base regulation, temperature reg-
ulation, and exercise discuss these complex, integrated
functions. The order of presentation of topics follows that
of most United States medical school courses in physiol-
ogy. After the first two chapters, the other chapters can be
read in any order, and some chapters may be skipped if the
subjects are taught in other courses (e.g., neurobiology or
biochemistry).

Material on pathophysiology is included throughout
the book. This not only reinforces fundamental physiolog-
ical principles but also demonstrates the relevance of phys-
iology to an understanding of numerous medically impor-
tant conditions.

Pedagogy. This second edition incorporates many fea-
tures that should aid the student in his or her study of phys-
iology:

e Chapter outline. The outline at the beginning of each
chapter gives a preview of the chapter and is a useful
study aid.

e Key concepts. Each chapter starts with a short list of
key concepts that the student should understand after
reading the chapter.

e Text. The text is easy to read, and topics are developed
logically. Difficult concepts are explained clearly, often
with the help of figures. Minutiae or esoteric topics are
avoided.

® Topic headings. Second-level topic headings are active
full-sentence statements. For example, instead of head-
ing a section "Homeostasis,” the heading is "Homeosta-
sis is the maintenance of steady states in the body by co-
ordinated physiological mechanisms.” In this way, the
key idea in a section is immediately obvious.

e Boldfacing. Key terms are boldfaced upon their first ap-
pearance in a chapter.

e [llustrations and tables. The figures have been selected
to illustrate important concepts. The illustrations often
show interrelationships between different variables or
components of a system. Many of the figures are flow
diagrams, so that students can appreciate the sequence
of events that follow when a factor changes. Tables of-
ten provide useful summaries of material explained in
more detail in the text.

e Clinical focus boxes. Each chapter contains one or two
clinical focus boxes that illustrate the relevance of the
physiology discussed in the chapter to an understand-
ing of medicine.

e (Case studies. Each section concludes with a set of case
studies, one for each chapter, with questions and an-
swers. These case studies help to reinforce how an un-
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derstanding of physiology is important in dealing with
clinical conditions.

Review questions and answers. Students can use the re-
view questions at the end of each chapter to test whether
they have mastered the material. These USMLE-type
questions should help students prepare for the Step 1
examination. Answers to the questions are provided at
the end of the book and include explanations as to why
the choices are correct or incorrect.

Suggested readings. Each chapter provides a short list
of recent review articles, monographs, book chapters,
classic papers, or Web sites where students can obtain
additional information.

Abbreviations and normal values. This second edition
includes a table of common abbreviations in physiology
and a table of normal blood, plasma, or serum values. All
abbreviations are defined when first used in the text, but
the table of abbreviations in the appendix serves as a use-
ful reminder of abbreviations commonly used in physi-
ology and medicine. Normal values for blood are also
embedded in the text, but the table on the inside of the

front cover provides a more complete and easily accessi-
ble reference.

e Index. A complete index allows the student to easily
look up material in the text.

Design. The design of this second edition has been com-
pletely overhauled. The new design makes navigating the
text easier. Likewise, the design highlights the pedagogical
features, making them easier to find and use.

We thank the contributors for their patience and for fol-
lowing directions so that we could achieve a textbook of
reasonably uniform style. Dr. James McGill was kind
enough to write the clinical focus boxes and case studies for
Chapters 26 and 27. We thank Marlene Brown for her sec-
retarial assistance, Betsy Dilernia for her critical editing of
each chapter, and Kathleen Scogna, our development edi-
tor, without whose encouragement and support this revised
edition would not have been possible.

Rodney A. Rhoades, Ph.D.
George A. Tanner, Ph.D.
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PART I

Cellular Physiology

CHAPTER

Homeostasis and
Cellular Signaling

Patricia J. Gallagher, Ph.D.
George A. Tanner, Ph.D.

CHAPTER OUTLINE

m THE BASIS OF PHYSIOLOGICAL REGULATION
= MODES OF COMMUNICATION AND SIGNALING
B THE MOLECULAR BASIS OF CELLULAR SIGNALING

u SIGNAL TRANSDUCTION BY PLASMA MEMBRANE
RECEPTORS

KEY CONCEPTS

m SECOND MESSENGER SYSTEMS AND
INTRACELLULAR SIGNALING PATHWAYS

m INTRACELLULAR RECEPTORS AND HORMONE
SIGNALING

1. Physiology is the study of the functions of living organisms
and how they are regulated and integrated.

2. A stable internal environment is necessary for normal cell
function and survival of the organism.

3. Homeostasis is the maintenance of steady states in the
body by coordinated physiological mechanisms.

4. Negative and positive feedback are used to modulate the
body’s responses to changes in the environment.

5. Steady state and equilibrium are distinct conditions.
Steady state is a condition that does not change over time,
while equilibrium represents a balance between opposing
forces.

6. Cellular communication is essential to integrate and coor-
dinate the systems of the body so they can participate in
different functions.

hysiology is the study of processes and functions in living

organisms. It is a broad field that encompasses many dis-
ciplines and has strong roots in physics, chemistry, and math-
ematics. Physiologists assume that the same chemical and
physical laws that apply to the inanimate world govern
processes in the body. They attempt to describe functions in
chemical, physical, or engineering terms. For example, the

7. Different modes of cell communication differ in terms of
distance and speed.

8. Chemical signaling molecules (first messengers) provide
the major means of intercellular communication; they in-
clude ions, gases, small peptides, protein hormones,
metabolites, and steroids.

9. Receptors are the receivers and transmitters of signaling
molecules; they are located either on the plasma mem-
brane or within the cell.

10. Second messengers are important for amplification of the
signal received by plasma membrane receptors.

11. Steroid and thyroid hormone receptors are intracellular
receptors that participate in the regulation of gene ex-
pression.

distribution of ions across cell membranes is described in ther-
modynamic terms, muscle contraction is analyzed in terms of
forces and velocities, and regulation in the body is described
in terms of control systems theory. Because the functions of
living systems are carried out by their constituent structures,
knowledge of structure from gross anatomy to the molecular
level is germane to an understanding of physiology.
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The scope of physiology ranges from the activities or
functions of individual molecules and cells to the interac-
tion of our bodies with the external world. In recent years,
we have seen many advances in our understanding of phys-
iological processes at the molecular and cellular levels. In
higher organisms, changes in cell function always occur in
the context of a whole organism, and different tissues and
organs obviously affect one another. The independent ac-
tivity of an organism requires the coordination of function
at all levels, from molecular and cellular to the organism as
a whole. An important part of physiology is understanding
how different parts of the body are controlled, how they in-
teract, and how they adapt to changing conditions.

For a person to remain healthy, physiological conditions
in the body must be kept at optimal levels and closely reg-
ulated. Regulation requires effective communication be-
tween cells and tissues. This chapter discusses several top-
ics related to regulation and communication: the internal
environment, homeostasis of extracellular fluid, intracellu-
lar homeostasis, negative and positive feedback, feedfor-
ward control, compartments, steady state and equilibrium,
intercellular and intracellular communication, nervous and
endocrine systems control, cell membrane transduction,
and important signal transduction cascades.

THE BASIS OF PHYSIOLOGICAL REGULATION

Our bodies are made up of incredibly complex and delicate
materials, and we are constantly subjected to all kinds of
disturbances, yet we keep going for a lifetime. It is clear
that conditions and processes in the body must be closely
controlled and regulated, i.e., kept at appropriate values.
Below we consider, in broad terms, physiological regula-
tion in the body.

A Stable Internal Environment Is Essential
for Normal Cell Function

The nineteenth-century French physiologist Claude
Bernard was the first to formulate the concept of the inter-
nal environment (milieu intérieur). He pointed out that an ex-
ternal environment surrounds multicellular organisms (air
or water), but the cells live in a liquid internal environment
(extracellular fluid). Most body cells are not directly ex-
posed to the external world but, rather, interact with it
through the internal environment, which is continuously
renewed by the circulating blood (Fig. 1.1).

For optimal cell, tissue, and organ function in animals,
several conditions in the internal environment must be
maintained within narrow limits. These include but are not
limited to (1) oxygen and carbon dioxide tensions, (2) con-
centrations of glucose and other metabolites, (3) osmotic
pressure, (4) concentrations of hydrogen, potassium, cal-
cium, and magnesium ions, and (5) temperature. Depar-
tures from optimal conditions may result in disordered
functions, disease, or death.

Bernard stated that “stability of the internal environment
is the primary condition for a free and independent exis-
tence.” He recognized that an animal's independence from
changing external conditions is related to its capacity to

[ External environment \

!

Lungs \

S

Kidneys

Internal
environment

Body cells

Skin A /
) \7
\ J

wThe living cells of our body, surrounded
by an internal environment (extracellular
fluid), communicate with the external world through this
medium. Exchanges of matter and energy between the body and
the external environment (indicated by arrows) occur via the gas-

trointestinal tract, kidneys, lungs, and skin (including the special-
ized sensory organs).

maintain a relatively constant internal environment. A
good example is the ability of warm-blooded animals to live
in different climates. Over a wide range of external temper-
atures, core temperature in mammals is maintained con-
stant by both physiological and behavioral mechanisms.
This stability has a clear survival value.

Homeostasis Is the Maintenance of
Steady States in the Body by
Coordinated Physiological Mechanisms

The key to maintaining stability of the internal environ-
ment is the presence of regulatory mechanisms in the body.
In the first half of the twentieth century, the American
physiologist Walter B. Cannon introduced a concept de-
scribing this capacity for self-regulation: homeostasis, the
maintenance of steady states in the body by coordinated
physiological mechanisms.

The concept of homeostasis is helpful in understanding
and analyzing conditions in the body. The existence of
steady conditions is evidence of regulatory mechanisms in
the body that maintain stability. To function optimally un-
der a variety of conditions, the body must sense departures
from normal and must engage mechanisms for restoring
conditions to normal. Departures from normal may be in the
direction of too little or too much, so mechanisms exist for
opposing changes in either direction. For example, if blood
glucose concentration is too low, the hormone glucagon,
from alpha cells of the pancreas, and epinephrine, from the
adrenal medulla, will increase it. If blood glucose concentra-



tion is too high, insulin from the beta cells of the pancreas
will lower it by enhancing the cellular uptake, storage, and
metabolism of glucose. Behavioral responses also contribute
to the maintenance of homeostasis. For example, a low
blood glucose concentration stimulates feeding centers in
the brain, driving the animal to seek food.

Homeostatic regulation of a physiological variable often
involves several cooperating mechanisms activated at the
same time or in succession. The more important a variable,
the more numerous and complicated are the mechanisms
that keep it at the desired value. Disease or death is often
the result of dysfunction of homeostatic mechanisms.

The effectiveness of homeostatic mechanisms varies
over a person'’s lifetime. Some homeostatic mechanisms are
not fully developed at the time of birth. For example, a
newborn infant cannot concentrate urine as well as an adult
and is, therefore, less able to tolerate water deprivation.
Homeostatic mechanisms gradually become less efficient
as people age. For example, older adults are less able to tol-
erate stresses, such as exercise or changing weather, than
are younger adults.

Intracellular Homeostasis Is Essential for
Normal Cell Function

The term homeostasis has traditionally been applied to the in-
ternal environment—the extracellular fluid that bathes our
tissues—but it can also be applied to conditions within
cells. In fact, the ultimate goal of maintaining a constant in-
ternal environment is to promote intracellular homeostasis,
and toward this end, conditions in the cytosol are closely
regulated.

The many biochemical reactions within a cell must be
tightly regulated to provide metabolic energy and proper
rates of synthesis and breakdown of cellular constituents.
Metabolic reactions within cells are catalyzed by enzymes
and are therefore subject to several factors that regulate or
influence enzyme activity.

e First, the final product of the reactions may inhibit the
catalytic activity of enzymes, end-product inhibition.
End-product inhibition is an example of negative-feed-
back control (see below).

e Second, intracellular regulatory proteins, such as the
calcium-binding protein calmodulin, may control en-
zyme activity.

e Third, enzymes may be controlled by covalent modifi-
cation, such as phosphorylation or dephosphorylation.

e Fourth, the ionic environment within cells, including
hydrogen ion concentration ((H"]), ionic strength, and
calcium ion concentration, influences the structure and
activity of enzymes.

Hydrogen ion concentration or pH affects the electrical
charge of protein molecules and, hence, their configuration
and binding properties. pH affects chemical reactions in
cells and the organization of structural proteins. Cells reg-
ulate their pH via mechanisms for buffering intracellular
hydrogen ions and by extruding H" into the extracellular
fluid (see Chapter 25).

The structure and activity of cellular proteins are also af-
fected by ionic strength. Cytosolic ionic strength depends
on the total number and charge of ions per unit volume of
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water within cells. Cells can regulate their ionic strength by
maintaining the proper mixture of ions and un-ionized
molecules (e.g., organic osmolytes, such as sorbitol).

Many cells use calcium as an intracellular signal or “mes-
senger” for enzyme activation, and, therefore, must possess
mechanisms for regulating cytosolic [Ca>"]. Such funda-
mental activities as muscle contraction, the secretion of
neurotransmitters, hormones, and digestive enzymes, and
the opening or closing of ion channels are mediated via
transient changes in cytosolic [Ca®*]. Cytosolic [Ca?"] in
resting cells is low, about 1077 M, and far below extracel-
lular fluid [Ca®* ] (about 2.5 mM). Cytosolic [Ca®" ] is reg-
ulated by the binding of calcium to intracellular proteins,
transport is regulated by adenosine triphosphate (ATP)-de-
pendent calcium pumps in mitochondria and other or-
ganelles (e.g., sarcoplasmic reticulum in muscle), and the
extrusion of calcium is regulated via cell membrane
Na™/Ca®" exchangers and calcium pumps. Toxins or di-
minished ATP production can lead to an abnormally ele-
vated cytosolic [Ca®*]. A high cytosolic [Ca®>"] activates
many enzyme pathways, some of which have detrimental
effects and may cause cell death.

Negative Feedback Promotes Stability;
Feedforward Control Anticipates Change

Engineers have long recognized that stable conditions can be
achieved by negative-feedback control systems (Fig. 1.2).
Feedback is a flow of information along a closed loop. The
components of a simple negative-feedback control system
include a regulated variable, sensor (or detector), controller
(or comparator), and effector. Each component controls the
next component. Various disturbances may arise within or

Feedforward path

Feedforward <

controller
Command Command
\
Feedback
controller Disturbance
Set ‘
port |2 P> et |—,
7] v
Regulated
variable
Feedback loop
Sensor -

@Elements of negative feedback and feedfor-
ward control systems (red). In a negative-
feedback control system, information flows along a closed loop.
The regulated variable is sensed, and information about its level is
fed back to a feedback controller, which compares it to a desired
value (set point). If there is a difference, an error signal is gener-
ated, which drives the effector to bring the regulated variable
closer to the desired value. A feedforward controller generates
commands without directly sensing the regulated variable, al-
though it may sense a disturbance. Feedforward controllers often
operate through feedback controllers.
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outside the system and cause undesired changes in the regu-
lated variable. With negative feedback, a regulated variable
is sensed, information is fed back to the controller, and the
effector acts to oppose change (hence, the term negative).

A familiar example of a negative-feedback control system
is the thermostatic control of room temperature. Room tem-
perature (regulated variable) is subjected to disturbances. For
example, on a cold day, room temperature falls. A ther-
mometer (sensor) in the thermostat (controller) detects the
room temperature. The thermostat is set for a certain tem-
perature (set point). The controller compares the actual tem-
perature (feedback signal) to the set point temperature, and
an error signal is generated if the room temperature falls be-
low the set temperature. The error signal activates the fur-
nace (effector). The resulting change in room temperature is
monitored, and when the temperature rises sufficiently, the
furnace is turned off. Such a negative-feedback system allows
some fluctuation in room temperature, but the components
act together to maintain the set temperature. Effective com-
munication between the sensor and effector is important in
keeping these oscillations to a minimum.

Similar negative-feedback systems maintain homeostasis
in the body. One example is the system that regulates arte-
rial blood pressure (see Chapter 18). This system's sensors
(arterial baroreceptors) are located in the carotid sinuses
and aortic arch. Changes in stretch of the walls of the
carotid sinus and aorta, which follow from changes in
blood pressure, stimulate these sensors. Afferent nerve
fibers transmit impulses to control centers in the medulla
oblongata. Efferent nerve fibers send impulses from the
medullary centers to the system's effectors, the heart and
blood vessels. The output of blood by the heart and the re-
sistance to blood flow are altered in an appropriate direc-
tion to maintain blood pressure, as measured at the sensors,
within a given range of values. This negative-feedback con-
trol system compensates for any disturbance that affects
blood pressure, such as changing body position, exercise,
anxiety, or hemorrhage. Nerves accomplish continuous
rapid communication between the feedback elements. Var-
ious hormones are also involved in regulating blood pres-
sure, but their effects are generally slower and last longer.

Feedforward control is another strategy for regulating
systems in the body, particularly when a change with time
is desired. In this case, a command signal is generated,
which specifies the target or goal. The moment-to-moment
operation of the controller is “open loop”; that is, the regu-
lated variable itself is not sensed. Feedforward control
mechanisms often sense a disturbance and can, therefore,
take corrective action that anticipates change. For example,
heart rate and breathing increase even before a person has
begun to exercise.

Feedforward control usually acts in combination with
negative-feedback systems. One example is picking up a
pencil. The movements of the arm, hand, and fingers are di-
rected by the cerebral cortex (feedforward controller); the
movements are smooth, and forces are appropriate only in
part because of the feedback of visual information and sen-
sory information from receptors in the joints and muscles.
Another example of this combination occurs during exercise.
Respiratory and cardiovascular adjustments closely match
muscular activity, so that arterial blood oxygen and carbon

dioxide tensions hardly change during all but exhausting ex-
ercise. One explanation for this remarkable behavior is that
exercise simultaneously produces a centrally generated feed-
forward signal to the active muscles and the respiratory and
cardiovascular systems; feedforward control, together with
feedback information generated as a consequence of in-
creased movement and muscle activity, adjusts the heart,
blood vessels, and respiratory muscles. In addition, control
system function can adapt over a period of time. Past experi-
ence and learning can change the control system's output so
that it behaves more efficiently or appropriately.

Although homeostatic control mechanisms usually act
for the good of the body, they are sometimes deficient, in-
appropriate, or excessive. Many diseases, such as cancer,
diabetes, and hypertension, develop because of a defective
control mechanism. Homeostatic mechanisms may also re-
sult in inappropriate actions, such as autoimmune diseases,
in which the immune system attacks the body's own tissue.
Scar formation is one of the most effective homeostatic
mechanisms of healing, but it is excessive in many chronic
diseases, such as pulmonary fibrosis, hepatic cirrhosis, and
renal interstitial disease.

Positive Feedback Promotes a
Change in One Direction

With positive feedback, a variable is sensed and action is
taken to reinforce a change of the variable. Positive feed-
back does not lead to stability or regulation, but to the
opposite—a progressive change in one direction. One
example of positive feedback in a physiological process is
the upstroke of the action potential in nerve and muscle
(Fig. 1.3). Depolarization of the cell membrane to a value
greater than threshold leads to an increase in sodium
(Na™) permeability. Positively charged Na™ ions rush
into the cell through membrane Na™ channels and cause
further membrane depolarization; this leads to a further
increase in Na™* permeability and more Na* entry. This
snowballing event, which occurs in a fraction of a mil-

Depolarization of
nerve or muscle
membrane

Increase in Na*
permeability

Entry of
Na™ into cell

@A positive-feedback cycle involved in the
upstroke of an action potential.



lisecond, leads to an actual reversal of membrane poten-
tial and an electrical signal (action potential) conducted
along the nerve or muscle fiber membrane. The process is
stopped by inactivation (closure) of the Na™ channels.

Another example of positive feedback occurs during the
follicular phase of the menstrual cycle. The female sex hor-
mone estrogen stimulates the release of luteinizing hor-
mone, which in turn causes further estrogen synthesis by
the ovaries. This positive feedback culminates in ovulation.

A third example is calcium-induced calcium release,
which occurs with each heartbeat. Depolarization of the
cardiac muscle plasma membrane leads to a small influx of
calcium through membrane calcium channels. This leads to
an explosive release of calcium from the muscle's sarcoplas-
mic reticulum, which rapidly increases the cytosolic cal-
cium level and activates the contractile machinery. Many
other examples are described in this textbook.

Positive feedback, if unchecked, can lead to a vicious cy-
cle and dangerous situations. For example, a heart may be
so weakened by disease that it cannot provide adequate
blood flow to the muscle tissue of the heart. This leads to a
further reduction in cardiac pumping ability, even less
coronary blood flow, and further deterioration of cardiac
function. The physician’s task is sometimes to interrupt or
"open” such a positive-feedback loop.

Steady State and Equilibrium Are Separate Ideas

Physiology often involves the study of exchanges of matter
or energy between different defined spaces or compart-
ments, separated by some type of limiting structure or
membrane. The whole body can be divided into two major
compartments: extracellular fluid and intracellular fluid.
These two compartments are separated by cell plasma mem-
branes. The extracellular fluid consists of all the body fluids
outside of cells and includes the interstitial fluid, lymph,
blood plasma, and specialized fluids, such as cerebrospinal
fluid. It constitutes the internal environment of the body.
Ordinary extracellular fluid is subdivided into interstitial
fluid—lymph and plasma; these fluid compartments are sep-
arated by the endothelium, which lines the blood vessels.
Materials are exchanged between these two compartments

5L /min
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at the blood capillary level. Even within cells there is com-
partmentalization. The interiors of organelles are separated
from the cytosol by membranes, which restrict enzymes and
substrates to structures such as mitochondria and lysosomes
and allow for the fine regulation of enzymatic reactions and
a greater variety of metabolic processes.

When two compartments are in equilibrium, opposing
forces are balanced, and there is no net transfer of a partic-
ular substance or energy from one compartment to the
other. Equilibrium occurs if sufficient time for exchange has
been allowed and if no physical or chemical driving force
would favor net movement in one direction or the other.
For example, in the lung, oxygen in alveolar spaces diffuses
into pulmonary capillary blood until the same oxygen ten-
sion is attained in both compartments. Osmotic equilib-
rium between cells and extracellular fluid is normally pres-
ent in the body because of the high water permeability of
most cell membranes. An equilibrium condition, if undis-
turbed, remains stable. No energy expenditure is required
to maintain an equilibrium state.

Equilibrium and steady state are sometimes confused
with each other. A steady state is simply a condition that
does not change with time. It indicates that the amount or
concentration of a substance in a compartment is constant.
In a steady state, there is no net gain or net loss of a sub-
stance in a compartment. Steady state and equilibrium both
suggest stable conditions, but a steady state does not nec-
essarily indicate an equilibrium condition, and energy ex-
penditure may be required to maintain a steady state. For
example, in most body cells, there is a steady state for Na™*
ions; the amounts of Na™ entering and leaving cells per unit
time are equal. But intracellular and extracellular Na™ ion
concentrations are far from equilibrium. Extracellular
[Na*] is much higher than intracellular [Na*], and Na*
tends to move into cells down concentration and electrical
gradients. The cell continuously uses metabolic energy to
pump Na™ out of the cell to maintain the cell in a steady
state with respect to Na™ ions. In living systems, conditions
are often displaced from equilibrium by the constant ex-
penditure of metabolic energy.

Figure 1.4 illustrates the distinctions between steady
state and equilibrium. In Figure 1.4A, the fluid level in the

5L /min
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wModels of the concepts of steady state and
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v
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(Modified from Riggs DS. The Mathematical Approach to Physio-
logical Problems. Cambridge, MA: MIT Press, 1970,169.)
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sink is constant (a steady state) because the rates of inflow
and outflow are equal. If we were to increase the rate of in-
flow (open the tap), the fluid level would rise, and with
time, a new steady state might be established at a higher
level. In Figure 1.4B, the fluids in compartments X and Y
are not in equilibrium (the fluid levels are different), but
the system as a whole and each compartment are in a
steady state, since inputs and outputs are equal. In Figure
1.4C, the system is in a steady state and compartments X
and Y are in equilibrium. Note that the term steady state can
apply to a single or several compartments; the term equi-
librium describes the relation between at least two adjacent
compartments that can exchange matter or energy with
each other.

Coordinated Body Activity Requires Integration
of Many Systems

Body functions can be analyzed in terms of several sys-
tems, such as the nervous, muscular, cardiovascular, res-
piratory, renal, gastrointestinal, and endocrine systems.
These divisions are rather arbitrary, however, and all
systems interact and depend on each other. For example,
walking involves the activity of many systems. The nerv-
ous system coordinates the movements of the limbs and
body, stimulates the muscles to contract, and senses
muscle tension and limb position. The cardiovascular
system supplies blood to the muscles, providing for
nourishment and the removal of metabolic wastes and
heat. The respiratory system supplies oxygen and re-
moves carbon dioxide. The renal system maintains an
optimal blood composition. The gastrointestinal system
supplies energy-yielding metabolites. The endocrine
system helps adjust blood flow and the supply of various
metabolic substrates to the working muscles. Coordi-
nated body activity demands the integration of many
systems.

Recent research demonstrates that many diseases can be
explained on the basis of abnormal function at the molecu-
lar level. This reductionist approach has led to incredible
advances in our knowledge of both normal and abnormal
function. Diseases occur within the context of a whole or-
ganism, however, and it is important to understand how all
cells, tissues, organs, and organ systems respond to a dis-
turbance (disease process) and interact. The saying, “The
whole is more than the sum of its parts,” certainly applies to
what happens in living organisms. The science of physiol-
ogy has the unique challenge of trying to make sense of the
complex interactions that occur in the body. Understand-
ing the body's processes and functions is clearly fundamen-
tal to the intelligent practice of medicine.

MODES OF COMMUNICATION AND SIGNALING

The human body has several means of transmitting infor-
mation between cells. These mechanisms include direct
communication between adjacent cells through gap junc-
tions, autocrine and paracrine signaling, and the release of
neurotransmitters and hormones produced by endocrine
and nerve cells (Fig. 1.5).
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@Modes of intercellular signaling. Cells may
communicate with each other directly via gap
junctions or chemical messengers. With autocrine and paracrine
signaling, a chemical messenger diffuses a short distance through
the extracellular fluid and binds to a receptor on the same cell or
a nearby cell. Nervous signaling involves the rapid transmission of
action potentials, often over long distances, and the release of a
neurotransmitter at a synapse. Endocrine signaling involves the
release of a hormone into the bloodstream and the binding of the
hormone to specific target cell receptors. Neuroendocrine signal-
ing involves the release of a hormone from a nerve cell and the
transport of the hormone by the blood to a distant target cell.

Gap Junctions Provide a Pathway for Direct
Communication Between Adjacent Cells

Adjacent cells sometimes communicate directly with each
other via gap junctions, specialized protein channels made
of the protein connexin (Fig. 1.6). Six connexins form a
half-channel called a connexon. Two connexons join end
to end to form an intercellular channel between adjacent
cells. Gap junctions allow the flow of ions (hence, electri-
cal current) and small molecules between the cytosol of
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neighboring cells (see Fig. 1.5). Gap junctions appear to be
important in the transmission of electrical signals between
neighboring cardiac muscle cells, smooth muscle cells, and
some nerve cells. They may also functionally couple adja-
cent epithelial cells. Gap junctions are thought to play a
role in the control of cell growth and differentiation by al-
lowing adjacent cells to share a common intracellular envi-
ronment. Often when a cell is injured, gap junctions close,
isolating a damaged cell from its neighbors. This isolation
process may result from a rise in calcium and a fall in pH in
the cytosol of the damaged cell.

Cells May Communicate Locally by Paracrine
and Autocrine Signaling

Cells may signal to each other via the local release of chem-
ical substances. This means of communication, present in
primitive living forms, does not depend on a vascular sys-
tem. With paracrine signaling, a chemical is liberated from
a cell, diffuses a short distance through interstitial fluid, and
acts on nearby cells. Paracrine signaling factors affect only
the immediate environment and bind with high specificity
to cell receptors. They are also rapidly destroyed by extra-
cellular enzymes or bound to extracellular matrix, thus pre-
venting their widespread diffusion. Nitric oxide (NO),
originally called “endothelium-derived relaxing factor
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(EDRF)," is an example of a paracrine signaling molecule.
Although most cells can produce NO, it has major roles in
mediating vascular smooth muscle tone, facilitating central
nervous system neurotransmission activities, and modulat-
ing immune responses (see Chapters 16 and 26).

The production of NO results from the activation of ni-
tric oxide synthase (NOS), which deaminates arginine to
citrulline (Fig. 1.7). NO, produced by endothelial cells,
regulates vascular tone by diffusing from the endothelial
cell to the underlying vascular smooth muscle cell, where it
activates its effector target, a cytoplasmic enzyme guanylyl
cyclase. The activation of cytoplasmic guanylyl cyclase re-
sults in increased intracellular cyclic guanosine monophos-
phate (cGMP) levels and the activation of cGMP-depend-
ent protein kinase. This enzyme phosphorylates potential
target substrates, such as calcium pumps in the sarcoplas-
mic reticulum or sarcolemma, leading to reduced cytoplas-
mic levels of calcium. In turn, this deactivates the contrac-
tile machinery in the vascular smooth muscle cell and
produces relaxation or a decrease of tone (see Chapter 16).

In contrast, during autocrine signaling, the cell releases
a chemical into the interstitial fluid that affects its own ac-
tivity by binding to a receptor on its own surface (see Fig.
1.5). Eicosanoids (e.g., prostaglandins), are examples of sig-
naling molecules that often act in an autocrine manner.
These molecules act as local hormones to influence a vari-
ety of physiological processes, such as uterine smooth mus-
cle contraction during pregnancy.
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Paracrine signaling by nitric oxide (NO) af-

ter stimulation of endothelial cells with
acetylcholine (ACh). The NO produced diffuses to the underly-
ing vascular smooth muscle cell and activates its effector, cyto-
plasmic guanylyl cyclase, leading to the production of cGMP. In-
creased cGMP leads to the activation of cGMP-dependent
protein kinase, which phosphorylates target substrates, leading to
a decrease in cytoplasmic calcium and relaxation. Relaxation can
also be mediated by nitroglycerin, a pharmacological agent that is
converted to NO in smooth muscle cells, which can then activate
guanylyl cyclase. G, G protein; PLC, phospholipase C; DAG, di-
acylglycerol; IP3, inositol trisphosphate.
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The Nervous System Provides for Rapid
and Targeted Communication

The nervous system provides for rapid communication be-
tween body parts, with conduction times measured in mil-
liseconds. This system is also organized for discrete activi-
ties; it has an enormous number of “private lines” for sending
messages from one distinct locus to another. The conduction
of information along nerves occurs via action potentials, and
signal transmission between nerves or between nerves and
effector structures takes place at a synapse. Synaptic trans-
mission is almost always mediated by the release of specific
chemicals or neurotransmitters from the nerve terminals
(see Fig. 1.5). Innervated cells have specialized protein mol-
ecules (receptors) in their cell membranes that selectively
bind neurotransmitters. Chapter 3 discusses the actions of
various neurotransmitters and how they are synthesized and
degraded. Chapters 4 to 6 discuss the role of the nervous sys-
tem in coordinating and controlling body functions.

The Endocrine System Provides for Slower
and More Diffuse Communication

The endocrine system produces hormones in response to a
variety of stimuli. In contrast to the effects of nervous sys-
tem stimulation, responses to hormones are much slower
(seconds to hours) in onset, and the effects often last longer.
Hormones are carried to all parts of the body by the blood-
stream (see Fig. 1.5). A particular cell can respond to a hor-
mone only if it possesses the specific receptor (“receiver”)
for the hormone. Hormone effects may be discrete. For ex-
ample, arginine vasopressin increases the water permeability
of kidney collecting duct cells but does not change the wa-
ter permeability of other cells. They may also be diffuse, in-
fluencing practically every cell in the body. For example,
thyroxine has a general stimulatory effect on metabolism.
Hormones play a critical role in controlling such body func-
tions as growth, metabolism, and reproduction.

Cells that are not traditional endocrine cells produce a
special category of chemical messengers called tissue
growth factors. These growth factors are protein molecules
that influence cell division, differentiation, and cell sur-
vival. They may exert effects in an autocrine, paracrine, or
endocrine fashion. Many growth factors have been identi-
fied, and probably many more will be recognized in years
to come. Nerve growth factor enhances nerve cell devel-
opment and stimulates the growth of axons. Epidermal
growth factor stimulates the growth of epithelial cells in
the skin and other organs. Platelet-derived growth factor
stimulates the proliferation of vascular smooth muscle and
endothelial cells. Insulin-like growth factors stimulate the
proliferation of a wide variety of cells and mediate many of
the effects of growth hormone. Growth factors appear to
be important in the development of multicellular organisms
and in the regeneration and repair of damaged tissues.

The Nervous and Endocrine
Control Systems Overlap

The distinction between nervous and endocrine control
systems is not always clear. First, the nervous system ex-

erts important controls over endocrine gland function.
For example, the hypothalamus controls the secretion of
hormones from the pituitary gland. Second, specialized
nerve cells, called neuroendocrine cells, secrete hor-
mones. Examples are the hypothalamic neurons, which
liberate releasing factors that control secretion by the an-
terior pituitary gland, and the hypothalamic neurons,
which secrete arginine vasopressin and oxytocin into the
circulation. Third, many proven or potential neurotrans-
mitters found in nerve terminals are also well-known hor-
mones, including arginine vasopressin, cholecystokinin,
enkephalins, norepinephrine, secretin, and vasoactive in-
testinal peptide. Therefore, it is sometimes difficult to
classify a particular molecule as either a hormone or a
neurotransmitter.

THE MOLECULAR BASIS OF
CELLULAR SIGNALING

Cells communicate with one another by many complex
mechanisms. Even unicellular organisms, such as yeast
cells, utilize small peptides called pheromones to coordi-
nate mating events that eventually result in haploid cells
with new assortments of genes. The study of intercellular
communication has led to the identification of many com-
plex signaling systems that are used by the body to network
and coordinate functions. These studies have also shown
that these signaling pathways must be tightly regulated to
maintain cellular homeostasis. Dysregulation of these sig-
naling pathways can transform normal cellular growth into
uncontrolled cellular proliferation or cancer (see Clinical
Focus Box 1.1).

Signaling systems consist of receptors that reside ei-
ther in the plasma membrane or within cells and are acti-
vated by a variety of extracellular signals or first messen-
gers, including peptides, protein hormones and growth
factors, steroids, ions, metabolic products, gases, and var-
ious chemical or physical agents (e.g., light). Signaling
systems also include transducers and effectors that are
involved in conversion of the signal into a physiological
response. The pathway may include additional intracel-
lular messengers, called second messengers (Fig. 1.8).
Examples of second messengers are cyclic nucleotides
such as cyclic adenosine monophosphate (cAMP) and
cyclic guanosine monophosphate (cGMP), inositol
1,4,5-trisphosphate (IP;) and diacylglycerol (DAG), and
calcium.

A general outline for a signaling system is as follows:
The signaling cascade is initiated by binding of a hormone
to its appropriate ligand-binding site on the outer surface
domain of its cognate membrane receptor. This results in
activation of the receptor; the receptor may adopt a new
conformation, form aggregates (multimerize), or become
phosphorylated. This change usually results in an associa-
tion of adapter signaling molecules that transduce and am-
plify the signal through the cell by activating specific ef-
fector molecules and generating a second messenger. The
outcome of the signal transduction cascade is a physiolog-
ical response, such as secretion, movement, growth, divi-
sion, or death.
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From Signaling Molecules to Oncoproteins and Cancer

Cancer may result from defects in critical signaling mole-
cules that regulate many cell properties, including cell pro-
liferation, differentiation, and survival. Normal cellular
regulatory proteins or proto-oncogenes may become al-
tered by mutation or abnormally expressed during cancer
development. Oncoproteins, the altered proteins that
arise from proto-oncogenes, in many cases are signal
transduction proteins that normally function in the regula-
tion of cellular proliferation. Examples of signaling mole-
cules that can become oncogenic span the entire signal
transduction pathway and include ligands (e.g., growth
factors), receptors, adapter and effector molecules, and
transcription factors.

There are many examples of how normal cellular pro-
teins can be converted into oncoproteins. One occurs in
chronic myeloid leukemia (CML). This disease usually re-
sults from an acquired chromosomal abnormality that in-
volves translocation between chromosomes 9 and 22. This
translocation results in the fusion of the bcr gene, whose
function is unknown, with part of the cellular abl (c-abl)
gene. The c-abl gene encodes a protein tyrosine kinase
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whose normal substrates are unknown. The chimeric
(composed of fused parts of ber and c-abl) Ber-Abl fusion
protein has unregulated tyrosine kinase activity and,
through the Abl SH2 and SH3 domains, binds to and phos-
phorylates many signal transduction proteins that the
wild-type Abl tyrosine kinase would not normally activate.
Increased expression of the unregulated Bcr-Abl protein
activates many growth regulatory genes in the absence of
normal growth factor signaling.

The chromosomal translocation that results in the for-
mation of the Bcr-Abl oncoprotein occurs during the de-
velopment of hematopoietic stem cells and is observed as
the diagnostic, shorter, Philadelphia chromosome 22. It re-
sults in chronic myeloid leukemia that is characterized by a
progressive leukocytosis (increase in number of circulat-
ing white blood cells) and the presence of circulating im-
mature blast cells. Other secondary mutations may spon-
taneously occur within the mutant stem cell and can lead
to acute leukemia, a rapidly progressing disease that is of-
ten fatal. Understanding of the molecules and signaling
pathways that regulate normal cell physiology can help us
understand what happens in some types of cancer.

SIGNAL TRANSDUCTION BY PLASMA
MEMBRANE RECEPTORS

As mentioned above, the molecules that are produced by
one cell to act on itself (autocrine signaling) or other cells
(paracrine, neural, or endocrine signaling) are ligands or
first messengers. Many of these ligands bind directly to re-
ceptor proteins that reside in the plasma membrane, and
others cross the plasma membrane and interact with cellu-
lar receptors that reside in either the cytoplasm or the nu-
cleus. Thus, cellular receptors are divided into two general
types, cell-surface receptors and intracellular receptors.
Three general classes of cell-surface receptors have been
identified: G-protein-coupled receptors, ion channel-
linked receptors, and enzyme-linked receptors. Intracellu-
lar receptors include steroid and thyroid hormone recep-
tors and are discussed in a later section in this chapter.

G-Protein-Coupled Receptors Transmit Signals
Through the Trimeric G Proteins

G-protein-coupled receptors (GPCRs) are the largest fam-
ily of cell-surface receptors, with more than 1,000 members.
These receptors indirectly regulate their effector targets,
which can be ion channels or plasma membrane-bound ef-
fector enzymes, through the intermediary activity of a sep-
arate membrane-bound adapter protein complex called the
trimeric GTP-binding regulatory protein or G protein (see
Clinical Focus Box 1.2). GPCRs mediate cellular responses
to numerous types of first messenger signaling molecules,
including proteins, small peptides, amino acids, and fatty
acid derivatives. Many first messenger ligands can activate
several different GPCRs. For example, serotonin can acti-
vate at least 15 different GPCRs.

G-protein-coupled receptors are structurally and func-
tionally similar molecules. They have a ligand-binding ex-
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CLINICAL FOCUS BOX 1.2

G Proteins and Disease

G proteins function as key transducers of information
across cell membranes by coupling receptors to effectors
such as adenylyl cyclase (AC) or phospholipase C (see Fig.
1.9). They are part of a large family of proteins that bind
and hydrolyze guanosine triphosphate (GTP) as part of an
“on” and “off” switching mechanism. G proteins are het-
erotrimers, consisting of Ga, GB, and Gy subunits, each of
which is encoded by a different gene.

Some strains of bacteria have developed toxins that can
modify the activity of the o subunit of G proteins, resulting
in disease. For example, cholera toxin, produced by the
microorganism that causes cholera, Vibrio cholerae,
causes ADP ribosylation of the stimulatory (Gas) subunit of
G proteins. This modification abolishes the GTPase activ-
ity of Gas and results in an as subunit that is always in the
“on” or active state. Thus, cholera toxin results in continu-
ous stimulation of AC. The main cells affected by this bac-
terial toxin are the epithelial cells of the intestinal tract, and
the excessive production of cAMP causes them to secrete
chloride ions and water. This causes severe diarrhea and
dehydration and may result in death.

Another toxin, pertussis toxin, is produced by Bor-
datella pertussis bacteria and causes whooping cough.
The pertussis toxin alters the activity of Ga; by ADP ribo-
sylation. This modification inhibits the function of the «;
subunit by preventing association with an activated recep-
tor. Thus, the «; subunit remains GDP-bound and in an
“off” state, unable to inhibit the activity of AC. The molec-
ular mechanism by which pertussis toxin causes whoop-
ing cough is not understood.

The understanding of the actions of cholera and pertus-
sis toxins highlights the importance of normal G-protein
function and illustrates that dysfunction of this signaling
pathway can cause acute disease. In the years since the
discovery of these proteins, there has been an explosion of
information on G proteins and several chronic human dis-
eases have been linked to genetic mutations that cause ab-

tracellular domain on one end of the molecule, separated
by a seven-pass transmembrane-spanning region from the
cytosolic regulatory domain at the other end, where the re-
ceptor interacts with the membrane-bound G protein.
Binding of ligand or hormone to the extracellular domain
results in a conformational change in the receptor that is
transmitted to the cytosolic regulatory domain. This con-
formational change allows an association of the ligand-
bound, activated receptor with a trimeric G protein associ-
ated with the inner leaflet of the plasma membrane. The
interaction between the ligand-bound, activated receptor
and the G protein, in turn, activates the G protein, which
dissociates from the receptor and transmits the signal to its
effector enzyme or ion channel (Fig. 1.9).

The trimeric G proteins are named for their requirement
for GTP binding and hydrolysis and have been shown to
have a broad role in linking various seven-pass transmem-
brane receptors to membrane-bound effector systems that
generate intracellular messengers. G proteins are tethered
to the membrane through lipid linkage and are het-

normal function or expression of G proteins. These muta-
tions can occur either in the G proteins themselves or in
the receptors to which they are coupled.

Mutations in G-protein-coupled receptors (GPCRs) can
result in the receptor being in an active conformation in the
absence of ligand binding. This would result in sustained
stimulation of G proteins. Mutations of G-protein subunits
can result in either constitutive activation (e.g., continuous
stimulation of effectors such as AC) or loss of activity (e.g.,
loss of cAMP production).

Many factors influence the observed manifestations re-
sulting from defective G-protein signaling. These include
the specific GPCRs and the G proteins that associate with
them, their complex patterns of expression in different tis-
sues, and whether the mutation is germ-line or somatic.
Mutation of a ubiquitously expressed GPCR or G protein
results in widespread manifestations, while mutation of a
GPCR or G protein with restricted expression will result in
more focused manifestations.

Somatic mutation of Gas during embryogenesis can re-
sult in the dysregulated activation of this G protein and is
the source of several diseases that have multiple
pleiotropic or local manifestations, depending on when the
mutation occurs. For example, early somatic mutation of
Gas and its overactivity can lead to McCune-Albright syn-
drome (MAS). The consequences of the mutant Gog in
MAS are manifested in many ways, with the most com-
mon being a triad of features that includes polyostotic (af-
fecting many bones) fibrous dysplasia, café-au-lait skin hy-
perpigmentation, and precocious puberty. A later mutation
of Gas can result in a more restricted focal syndrome, such
as monostotic (affecting a single bone) fibrous dysplasia.

The complexity of the involvement of GPCR or G pro-
teins in the pathogenesis of many human diseases is be-
ginning to be appreciated, but already this information un-
derscores the critical importance of understanding the
molecular events involved in hormone signaling so that ra-
tional therapeutic interventions can be designed.

erotrimeric, that is, composed of three distinct subunits.
The subunits of a G protein are an a subunit, which binds
and hydrolyzes GTP, and B and -y subunits, which form a
stable, tight noncovalent-linked dimer. When the a sub-
unit binds GDP, it associates with the By subunits to form
a trimeric complex that can interact with the cytoplasmic
domain of the GPCR (Fig. 1.10). The conformational
change that occurs upon ligand binding causes the GDP-
bound trimeric (a, B, y complex) G protein to associate
with the ligand-bound receptor. The association of the
GDP-bound trimeric complex with the GPCR activates the
exchange of GDP for GTP. Displacement of GDP by GTP
is favored in cells because GTP is in higher concentration.

The displacement of GDP by GTP causes the a subunit
to dissociate from the receptor and from the By subunits of
the G protein. This exposes an effector binding site on the
a subunit, which then associates with an effector molecule
(e.g., adenylyl cyclase or phospholipase C) to result in the
generation of second messengers (e.g., cAMP or IP; and
DAGQG). The hydrolysis of GTP to GDP by the « subunit re-
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@Activation of a G-protein-coupled receptor
and the production of cAMP. Binding of a

hormone causes the interaction of the activated receptor with the
inactive, GDP-bound G protein. This interaction results in activa-

sults in the reassociation of the a and By subunits, which
are then ready to repeat the cycle.

The cycling between inactive (GDP-bound) and active
forms (GTP-bound) places the G proteins in the family of
molecular switches, which regulate many biochemical
events. When the switch is “off,” the bound nucleotide is
GDP. When the switch is “on,” the hydrolytic enzyme (G
protein) is bound to GTP, and the cleavage of GTP to GDP
will reverse the switch to an "off” state. While most of the
signal transduction produced by G proteins is due to the ac-
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tion of the G protein through GDP to GTP exchange and dissoci-
ation of the o and By subunits. The activated « subunit of the G
protein can then interact with and activate the membrane protein
adenylyl cyclase to catalyze the conversion of ATP to cAMP.

tivities of the a subunit, a role for By subunits in activating
effectors during signal transduction is beginning to be ap-
preciated. For example, By subunits can activate K* chan-
nels. Therefore, both o and By subunits are involved in reg-
ulating physiological responses.

The catalytic activity of a G protein, which is the hy-
drolysis of GTP to GDP, resides in its Ga subunit. Each Ga
subunit within this large protein family has an intrinsic rate
of GTP hydrolysis. The intrinsic catalytic activity rate of G
proteins is an important factor contributing to the amplifi-
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tive, GDP-bound G protein with
the receptor. The interaction of
the GDP-bound G protein with
the activated receptor results in
activation of the G protein via the
exchange of GDP for GTP by the
a subunit. The « and By subunits
of the activated GTP-bound G

Hormone

Receptor gl j;”h‘“l “[i[ - K
Nucleotide \

exchange GTP

==
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Effectors Effectors

—_
Receptor gi }U mm lzz protein dissociate and can then in-
teract with their effector proteins.

The intrinsic GTPase activity in
el the a subunit of the G protein hy-
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=3

GDP
G protein The GDP-bound « subunit reasso-
(inactive) ciates with the By subunit to form

an inactive, membrane-bound G-
protein complex.
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cation of the signal produced by a single molecule of ligand
binding to a G-protein-coupled receptor. For example, a G
subunit that remains active longer (slower rate of GTP hy-
drolysis) will continue to activate its effector for a longer pe-
riod and result in greater production of second messenger.
The G proteins functionally couple receptors to several
different effector molecules. Two major effector molecules
that are regulated by G-protein subunits are adenylyl cy-
clase (AC) and phospholipase C (PLC). The association of
an activated Ga subunit with AC can result in either the
stimulation or the inhibition of the production of cAMP.
This disparity is due to the two types of a subunit that can
couple AC to cell-surface receptors. Association of an as
subunit (s for stimulatory) promotes the activation of AC
and production of cAMP. The association of an «; (i for in-
hibitory) subunit promotes the inhibition of AC and a de-
crease in cAMP. Thus, bidirectional regulation of adenylyl
cyclase is achieved by coupling different classes of cell-sur-
face receptors to the enzyme by either G, or G; (Fig. 1.11).
In addition to ag and «; subunits, other isoforms of G-
protein subunits have been described. For example, o acti-
vates PLC, resulting in the production of the second mes-
sengers diacylglycerol and inositol trisphosphate. Another

PDE
cAMP =3 5'AMP

Protein kinase A
Phosphorylated proteins

Biological effect(s)

@Stimulatory and inhibitory coupling of G
proteins to adenylyl cyclase (AC). Stimula-
tory (G,) and inhibitory (G;) G proteins couple hormone binding
to the receptor with either activation or inhibition of AC. Each G
protein is a trimer consisting of Ga, GB, and Gy subunits. The
Ga subunits in G, and G; are distinct in each and provide the
specificity for either AC activation or AC inhibition. Hormones
(H,) that stimulate AC interact with “stimulatory” receptors (R,)
and are coupled to AC through stimulatory G proteins (G;). Con-
versely, hormones (H;) that inhibit AC interact with “inhibitory”
receptors (R;) that are coupled to AC through inhibitory G pro-
teins (G;). Intracellular levels of cAMP are modulated by the ac-
tivity of phosphodiesterase (PDE), which converts cAMP to

5'"AMP and turns off the signaling pathway by reducing the level
of cAMP.

Ga subunit, ar or transducin, is expressed in photoreceptor
tissues, and has an important role in signaling in rod cells by
activation of the effector cGMP phosphodiesterase, which
degrades cGMP to 5'GMP (see Chapter 4). All three sub-
units of G proteins belong to large families that are ex-
pressed in different combinations in different tissues. This
tissue distribution contributes to both the specificity of the
transduced signal and the second messenger produced.

The lon Channel-Linked Receptors Help Regulate
the Intracellular Concentration of Specific lons

lon channels, found in all cells, are transmembrane proteins
that cross the plasma membrane and are involved in regu-
lating the passage of specific ions into and out of cells.

[on channels may be opened or closed by changing the
membrane potential or by the binding of ligands, such as
neurotransmitters or hormones, to membrane receptors. In
some cases, the receptor and ion channel are one and the
same molecule. For example, at the neuromuscular junc-
tion, the neurotransmitter acetylcholine binds to a muscle
membrane nicotinic cholinergic receptor that is also an ion
channel. In other cases, the receptor and an ion channel are
linked via a G protein, second messengers, and other down-
stream effector molecules, as in the muscarinic cholinergic
receptor on cells innervated by parasympathetic postgan-
glionic nerve fibers. Another possibility is that the ion
channel is directly activated by a cyclic nucleotide, such as
cGMP or cAMP, produced as a consequence of receptor ac-
tivation. This mode of ion channel control is predomi-
nantly found in the sensory tissues for sight, smell, and
hearing. The opening or closing of ion channels plays a key
role in signaling between electrically excitable cells.

The Tyrosine Kinase Receptors Signal Through
Adapter Proteins to the Mitogen-Activated
Protein Kinase Pathway

Many hormones, growth factors, and cytokines signal their
target cells by binding to a class of receptors that have ty-
rosine kinase activity and result in the phosphorylation of
tyrosine residues in the receptor and other target proteins.
Many of the receptors in this class of plasma membrane re-
ceptors have an intrinsic tyrosine kinase domain that is part
of the cytoplasmic region of the receptor (Fig. 1.12). An-
other group of related receptors lacks an intrinsic tyrosine
kinase but, when activated, becomes associated with a cy-
toplasmic tyrosine kinase (see Fig. 1.12). This family of ty-
rosine kinase receptors utilizes similar signal transduction
pathways, and we discuss them together.

The tyrosine kinase receptors consist of a hormone-
binding region that is exposed to the extracellular fluid.
Typical agonists for these receptors include hormones
(e.g., insulin), growth factors (e.g., epidermal, fibroblast,
and platelet-derived growth factors), or cytokines. The cy-
tokine receptors include receptors for interferons, inter-
leukins (e.g., IL-1 to IL-17), tumor necrosis factor, and
colony-stimulating factors (e.g., granulocyte and monocyte
colony-stimulating factors).

The signaling cascades generated by the activation of
tyrosine kinase receptors can result in the amplification of



E Hormone-binding
o Disufide | lg-g o subunit
i bonds

domain

Trans- E Trans-
membrane | membrane
domain j " domain
o Tyrosine

oo kinase
domain Kinase

EGF receptor

Insulin receptor

gene transcription and de novo transcription of genes in-
volved in growth, cellular differentiation, and movements
such as crawling or shape changes. The general scheme for
this signaling pathway begins with the agonist binding to
the extracellular portion of the receptor (Fig. 1.13). The
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tyrosine kinases become activated. The tyrosine kinases
then phosphorylate tyrosine residues in the other subunit
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@General structures of the
tyrosine kinase receptor
family. Tyrosine kinase receptors have an in-
trinsic protein tyrosine kinase activity that re-
sides in the cytoplasmic domain of the mole-
cule. Examples are the epidermal growth
factor (EGF) and insulin receptors. The EGF
receptor is a single-chain transmembrane pro-
tein consisting of an extracellular region con-
taining the hormone-binding domain, a trans-
membrane domain, and an intracellular region
that contains the tyrosine kinase domain. The
insulin receptor is a heterotetramer consisting
of two a and two B subunits held together by
B disulfide bonds. The a subunits are entirely
extracellular and involved in insulin binding.
The B subunits are transmembrane proteins
and contain the tyrosine kinase activity
within the cytoplasmic domain of the subunit.
Some receptors become associated with cyto-
plasmic tyrosine kinases following their acti-
vation. Examples can be found in the family
of cytokine receptors, which generally consist
of an agonist-binding subunit and a signal-
transducing subunit that become associated
with a cytoplasmic tyrosine kinase.

Q

Tyrosine
kinase

of the dimer. The phosphorylated tyrosine residues in the
cytoplasmic domains of the dimerized receptor serve as
"docking sites” for additional signaling molecules or adapter
proteins that have a specific sequence called an SH2 do-
main. The SH2-containing adapter proteins may be ser-
ine/threonine protein kinases, phosphatases, or other pro-
teins that help in the assembly of signaling complexes that
transmit the signal from an activated receptor to many sig-
naling pathways, resulting in a cellular response.

Plasma
membrane
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@A signaling path-
way for tyrosine ki-
nase receptors. Binding of agonist to
the tyrosine kinase receptor (TK)
causes dimerization, activation of the
intrinsic tyrosine kinase activity, and
phosphorylation of the receptor sub-
units. The phosphotyrosine residues
serve as docking sites for intracellular
proteins, such as Grb2 and SOS, which
have SH2 domains. Ras is activated by
the exchange of GDP for GTP. Ras-
GTP (active form) activates the
serine/threonine kinase Raf, initiating a
phosphorylation cascade that results in
the activation of MAP kinase. MAP ki-
nase translocates to the nucleus and
phosphorylates transcription factors to
modulate gene transcription.

Nucleus
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One of these signaling pathways includes the activation of
another GTPase that is related to the trimeric G proteins.
Members of the ras family of monomeric G proteins are ac-
tivated by many tyrosine kinase receptor growth factor ago-
nists and, in turn, activate an intracellular signaling cascade
that involves the phosphorylation and activation of several
protein kinases called mitogen-activated protein kinases
(MAP kinases). Activated MAP kinase translocates to the nu-
cleus, where it activates the transcription of genes involved in
the transcription of other genes, the immediate early genes.

SECOND MESSENGER SYSTEMS AND
INTRACELLULAR SIGNALING PATHWAYS

Second messengers transmit and amplify the first messen-
ger signal to signaling pathways inside the cell. Only a few
second messengers are responsible for relaying these sig-
nals within target cells, and because each target cell has a
different complement of intracellular signaling pathways,
the physiological responses can vary. Thus, it is useful to
keep in mind that every cell in our body is programmed to
respond to specific combinations of messengers and that
the same messenger can elicit a distinct physiological re-
sponse in different cell types. For example, the neurotrans-
mitter acetylcholine can cause heart muscle to relax, skele-
tal muscle to contract, and secretory cells to secrete.

cAMP Is an Important Second Messenger
in All Cells

As a result of binding to specific G-protein-coupled recep-
tors, many peptide hormones and catecholamines produce
an almost immediate increase in the intracellular concen-
tration of cAMP. For these ligands, the receptor is coupled
to a stimulatory G protein (Gay), which upon activation
and exchange of GDP for GTP can diffuse in the membrane
to interact with and activate adenylyl cyclase (AC), a large
transmembrane protein that converts intracellular ATP to
the second messenger, cAMP.

In addition to those hormones that stimulate the pro-
duction of cAMP through a receptor coupled to Ga,, some
hormones act to decrease cAMP formation and, therefore,
have opposing intracellular effects. These hormones bind
to receptors that are coupled to an inhibitory (Ga;) rather
than a stimulatory (Ga,) G protein. cAMP is perhaps the
most widely distributed second messenger and has been
shown to mediate various cellular responses to both hor-
monal and nonhormonal stimuli, not only in higher organ-
isms but also in various primitive life forms, including slime
molds and yeasts. The intracellular signal provided by
cAMP is rapidly terminated by its hydrolysis to 5’AMP by
a group of enzymes known as phosphodiesterases, which
are also regulated by hormones in some instances.

Protein Kinase A Is the Major Mediator
of the Signaling Effects of cAMP

cAMP activates an enzyme, protein kinase A (or cAMP-de-
pendent protein kinase), which in turn catalyzes the phos-
phorylation of various cellular proteins, ion channels, and
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@Activation and targets of protein kinase A.
Inactive protein kinase A consists of two regu-
latory subunits complexed with two catalytic subunits. Activation
of adenylyl cyclase results in increased cytosolic levels of cAMP.
Two molecules of cAMP bind to each of the regulatory subunits,
leading to the release of the active catalytic subunits. These sub-
units can then phosphorylate target enzymes, ion channels, or
transcription factors, resulting in a cellular response. R, regulatory
subunit; C, catalytic subunit; P, phosphate group.

transcription factors. This phosphorylation alters the activ-
ity or function of the target proteins and ultimately leads to
a desired cellular response. However, in addition to acti-
vating protein kinase A and phosphorylating target pro-
teins, in some cell types, cAMP directly binds to and affects
the activity of ion channels.

Protein kinase A consists of catalytic and regulatory
subunits, with the kinase activity residing in the catalytic
subunit. When cAMP concentrations in the cell are low,
two regulatory subunits bind to and inactivate two catalytic
subunits, forming an inactive tetramer (Fig. 1.14). When
cAMP is formed in response to hormonal stimulation, two
molecules of cAMP bind to each of the regulatory subunits,
causing them to dissociate from the catalytic subunits. This
relieves the inhibition of catalytic subunits and allows them
to catalyze the phosphorylation of target substrates and
produce the resultant biological response to the hormone
(see Fig. 1.14).

¢GMP Is an Important Second Messenger in
Smooth Muscle and Sensory Cells

cGMP, a second messenger similar and parallel to cAMP, is
formed, much like cAMP, by the enzyme guanylyl cyclase.
Although the full role of cGMP as a second messenger is
not as well understood, its importance is finally being ap-
preciated with respect to signal transduction in sensory tis-
sues (see Chapter 4) and smooth muscle tissues (see Chap-
ters 9 and 16).

One reason for its less apparent role is that few substrates
for cGMP-dependent protein kinase, the main target of



cGMP production, are known. The production of cGMP is
mainly regulated by the activation of a cytoplasmic form of
guanylyl cyclase, a target of the paracrine mediator nitric
oxide (NO) that is produced by endothelial as well as other
cell types and can mediate smooth muscle relaxation (see
Chapter 16). Atrial natriuretic peptide and guanylin (an in-
testinal hormone) also use cGMP as a second messenger,
and in these cases, the plasma membrane receptors for these
hormones express guanylyl cyclase activity.

Second Messengers 1,2-Diacylglycerol (DAG)
and Inositol Trisphosphate (IP;) Are Generated
by the Hydrolysis of Phosphatidylinositol
4,5-Bisphosphate (PIP,)

Some G-protein-coupled receptors are coupled to a differ-
ent effector enzyme, phospholipase C (PLC), which is lo-
calized to the inner leaflet of the plasma membrane. Similar
to other GPCRs, binding of ligand or agonist to the recep-
tor results in activation of the associated G protein, usually
Gay, (or Gg). Depending on the isoform of the G protein as-
sociated with the receptor, either the a or the By subunit
may stimulate PLC. Stimulation of PLC results in the hy-
drolysis of the membrane phospholipid, phosphatidylinosi-
tol 4,5-bisphosphate (PIP,), into 1,2-diacylglycerol (DAG)
and inositol trisphosphate (IP;). Both DAG and IP; serve as
second messengers in the cell (Fig. 1.15).

In its second messenger role, DAG accumulates in the
plasma membrane and activates the membrane-bound cal-
cium- and lipid-sensitive enzyme protein kinase C (see Fig.
1.15). When activated, this enzyme catalyzes the phos-
phorylation of specific proteins, including other enzymes
and transcription factors, in the cell to produce appropriate
physiological effects, such as cell proliferation. Several tu-
mor-promoting phorbol esters that mimic the structure of
DAG have been shown to activate protein kinase C. They
can, therefore, bypass the receptor by passing through the
plasma membrane and directly activating protein kinase C,
causing the phosphorylation of downstream targets to re-
sult in cellular proliferation.

IP; promotes the release of calcium ions into the cyto-
plasm by activation of endoplasmic or sarcoplasmic reticu-
lum [P;-gated calcium release channels (see Chapter 9).
The concentration of free calcium ions in the cytoplasm of
most cells is in the range of 1077 M. With appropriate stim-
ulation, the concentration may abruptly increase 1,000
times or more. The resulting increase in free cytoplasmic
calcium synergizes with the action of DAG in the activa-
tion of some forms of protein kinase C and may also acti-
vate many other calcium-dependent processes.

Mechanisms exist to reverse the effects of DAG and [P,
by rapidly removing them from the cytoplasm. The IP; is
dephosphorylated to inositol, which can be reused for phos-
phoinositide synthesis. The DAG is converted to phospha-
tidic acid by the addition of a phosphate group to carbon
number 3. Like inositol, phosphatidic acid can be used for
the resynthesis of membrane inositol phospholipids (see
Fig.1.15). On removal of the IP; signal, calcium is quickly
pumped back into its storage sites, restoring cytoplasmic
calcium concentrations to their low prestimulus levels.
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@The phosphatidylinositol second messenger
system. A, The pathway leading to the genera-
tion of inositol trisphosphate and diacylglycerol. The successive
phosphorylation of phosphatidylinositol (PI) leads to the generation
of phosphatidylinositol 4,5-bisphosphate (PIP,). Phospholipase C
(PLC) catalyzes the breakdown of PIP, to inositol trisphosphate
(IP3) and diacylglycerol (DAG), which are used for signaling and
can be recycled to generate phosphatidylinositol.

B, The generation of IP; and DAG and their intracellular signaling
roles. The binding of hormone (H) to a G-protein-coupled receptor
(R) can lead to the activation of PLC. In this case, the Ga subunit is
G, a G protein that couples receptors to PLC. The activation of
PLC results in the cleavage of PIP, to IP; and DAG. IP; interacts
with calcium release channels in the endoplasmic reticulum, causing
the release of calcium to the cytoplasm. Increased intracellular cal-
cium can lead to the activation of calcium-dependent enzymes. An
accumulation of DAG in the plasma membrane leads to the activa-
tion of the calcium- and phospholipid-dependent enzyme protein
kinase C and phosphorylation of its downstream targets.
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In addition to IP;, other, perhaps more potent phospho-
inositols, such as IP, or IP5, may also be produced in response
to stimulation. These are formed by the hydrolysis of appro-
priate phosphatidylinositol phosphate precursors found in
the cell membrane. The precise role of these phosphoinosi-
tols is unknown. Evidence suggests that the hydrolysis of
other phospholipids, such as phosphatidylcholine, may play
an analogous role in hormone-signaling processes.

Cells Use Calcium as a Second Messenger by
Keeping Resting Intracellular Calcium Levels Low

The levels of cytosolic calcium in an unstimulated cell are
about 10,000 times less (10~7 M versus 10~ M) than in the
extracellular fluid. This large gradient of calcium is main-
tained by the limited permeability of the plasma membrane
to calcium, by calcium transporters in the plasma mem-
brane that extrude calcium, by calcium pumps in intracellu-
lar organelles, and by cytoplasmic and organellar proteins
that bind calcium to buffer its free cytoplasmic concentra-
tion. Several plasma membrane ion channels serve to in-
crease cytosolic calcium levels. Either these ion channels
are voltage-gated and open when the plasma membrane de-
polarizes, or they may be controlled by phosphorylation by
protein kinase A or protein kinase C.

In addition to the plasma membrane ion channels, the
endoplasmic reticulum has two other main types of ion
channels that, when activated, release calcium into the cy-
toplasm, causing an increase in cytoplasmic calcium. The
small water-soluble molecule IP; activates the IP;-gated
calcium release channel in the endoplasmic reticulum. The
activated channel opens to allow calcium to flow down a
concentration gradient into the cytoplasm. The IP;-gated
channels are structurally similar to the second type of cal-
cium release channel, the ryanodine receptor, found in the
sarcoplasmic reticulum of muscle cells. Ryanodine recep-
tors release calcium to trigger muscle contraction when an
action potential invades the transverse tubule system of
skeletal or cardiac muscle fibers (see Chapter 8). Both types
of channels are regulated by positive feedback, in which
the released cytosolic calcium can bind to the receptor to
enhance further calcium release. This causes the calcium to
be released suddenly in a spike, followed by a wave-like
flow of the ion throughout the cytoplasm.

Increasing cytosolic free calcium activates many differ-
ent signaling pathways and leads to numerous physiologi-
cal events, such as muscle contraction, neurotransmitter se-
cretion, and cytoskeletal polymerization. Calcium acts as a
second messenger in two ways:

e [t binds directly to an effector molecule, such as protein
kinase C, to participate in its activation.

e [t binds to an intermediary cytosolic calcium-binding
protein, such as calmodulin.

Calmodulin is a small protein (16 kDa) with four bind-
ing sites for calcium. The binding of calcium to calmodulin
causes calmodulin to undergo a dramatic conformational
change and increases the affinity of this intracellular cal-
cium “receptor” for its effectors (Fig. 1.16). Calcium-
calmodulin complexes bind to and activate a variety of cel-
lular proteins, including protein kinases that are important
in many physiological processes, such as smooth muscle

Ca2+
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@Tbe role of calcium in intracellular signaling
and activation of calcium-calmodulin-de-
pendent protein kinases. Levels of intracellular calcium are regu-
lated by membrane-bound ion channels that allow the entry of cal-
cium from the extracellular space or release calcium from internal
stores (e.g., endoplasmic reticulum, sarcoplasmic reticulum in mus-
cle cells, and mitochondria). Calcium can also be released from in-
tracellular stores via the G-protein-mediated activation of PLC and
the generation of IP;. IP; causes the release of calcium from the en-
doplasmic or sarcoplasmic reticulum in muscle cells by interaction
with calcium ion channels. When intracellular calcium rises, four
calcium ions complex with the dumbbell-shaped calmodulin pro-
tein (CaM) to induce a conformational change. Ca>*/CaM can
then bind to a spectrum of target proteins including Ca>*/CaM-
PKs, which then phosphorylate other substrates, leading to a re-
sponse. IP;, inositol trisphosphate; PLC, phospholipase C; CaM,
calmodulin; Ca>*/CaM-PK, calcium-calmodulin-dependent protein
kinases; ER/SR, endoplasmic/sarcoplasmic reticulum.

contraction (myosin light-chain kinase; see Chapter 9) and
hormone synthesis (aldosterone synthesis; see Chapter 34),
and ultimately result in altered cellular function.

Two mechanisms operate to terminate calcium action.
The IP; generated by the activation of PLC can be dephos-
phorylated and, thus, inactivated by cellular phosphatases.
In addition, the calcium that enters the cytosol can be rap-
idly removed. The plasma membrane, endoplasmic reticu-
lum, sarcoplasmic reticulum, and mitochondrial mem-
branes all have ATP-driven calcium pumps that drive the
free calcium out of the cytosol to the extracellular space or
into an intracellular organelle. Lowering cytosolic calcium
concentrations shifts the equilibrium in favor of the release
of calcium from calmodulin. Calmodulin then dissociates
from the various proteins that were activated, and the cell
returns to its basal state.

INTRACELLULAR RECEPTORS AND
HORMONE SIGNALING

The intracellular receptors, in contrast to the plasma mem-
brane-bound receptors, can be located in either the cytosol
or the nucleus and are distinguished by their mode of acti-



vation and function. The ligands for these receptors must
be lipid soluble because of the plasma membranes that must
be traversed for the ligand to reach its receptor. The main
result of activation of the intracellular receptors is altered
gene expression.

Steroid and Thyroid Hormone Receptors
Are Intracellular Receptors Located
in the Cytoplasm or Nucleus

For the activation of intracellular receptors to occur, lig-
ands must cross the plasma membrane. The hormone lig-
ands that belong to this group include the steroids (e.g.,
estradiol, testosterone, progesterone, cortisone, and al-
dosterone), 1,25-dihydroxy vitamin D3, thyroid hor-
mone, and retinoids. These hormones are typically deliv-
ered to their target cells bound to specific carrier
proteins. Because of their lipid solubility, these hormones
freely diffuse through both plasma and nuclear mem-
branes. These hormones bind to specific receptors that
reside either in the cytoplasm or the nucleus. Steroid hor-
mone receptors are located in the cytoplasm and are usu-
ally found complexed with other proteins that maintain
the receptor in an inactive conformation. In contrast, the
thyroid hormones and retinoic acid bind to receptors
that are already bound to response elements in the DNA
of specific genes. The unoccupied receptors are inactive
until the hormone binds, and they serve as repressors in
the absence of hormone. These receptors are discussed in
Chapters 31 and 33. The model of steroid hormone ac-
tion shown in Figure 1.17 is generally applicable to all
steroid and thyroid hormones.

All steroid hormone receptors have similar structures,
with three main domains. The N-terminal regulatory do-
main regulates the transcriptional activity of the receptor
and may have sites for phosphorylation by protein kinases
that may also be involved in modifying the transcriptional
activity of the receptor. There is a centrally located DNA-
binding domain and a carboxyl-terminal hormone-binding
and dimerization domain. When hormones bind, the hor-
mone-receptor complex moves to the nucleus, where it
binds to specific DNA sequences in the gene regulatory
(promoter) region of specific hormone-responsive genes.
The targeted DNA sequence in the promoter is called a
hormone response element (HRE). Binding of the hor-
mone-receptor complex to the HRE can either activate or
repress transcription. The end result of stimulation by
steroid hormones is a change in the readout or transcription
of the genome. While most effects involve increased pro-
duction of specific proteins, repressed production of cer-
tain proteins by steroid hormones can also occur. These
newly synthesized proteins and/or enzymes will affect cel-
lular metabolism with responses attributable to that partic-
ular steroid hormone.

Hormones Bound to Their Receptors
Regulate Gene Expression

The interaction of hormone and receptor leads to the ac-
tivation (or transformation) of receptors into forms with
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an increased affinity for binding to specific HRE or ac-
ceptor sites on the chromosomes. The molecular basis of
activation in vivo is unknown but appears to involve a de-
crease in apparent molecular weight or in the aggregation
state of receptors, as determined by density gradient cen-
trifugation. The binding of hormone-receptor complexes
to chromatin results in alterations in RNA polymerase ac-
tivity that lead to either increased or decreased transcrip-
tion of specific portions of the genome. As a result,
mRNA is produced, leading to the production of new cel-
lular proteins or changes in the rates of synthesis of pre-
existing proteins (see Fig. 1.17).

The molecular mechanism of steroid hormone-receptor
activation and/or transformation, how the hormone-recep-
tor complex activates transcription, and how the hormone-
receptor complex recognizes specific response elements of
the genome are not well understood but are under active in-
vestigation. Steroid hormone receptors are also known to
undergo phosphorylation/dephosphorylation reactions.
The effect of this covalent modification is also an area of
active research.
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The general mechanism of action of steroid

hormones. Steroid hormones (S) are lipid sol-
uble and pass through the plasma membrane, where they bind to
a cognate receptor in the cytoplasm. The steroid hormone-recep-
tor complex then moves to the nucleus and binds to a hormone
response element in the promoter-regulatory region of specific
hormone-responsive genes. Binding of the steroid hormone-re-
ceptor complex to the response element initiates transcription of
the gene, to form messenger RNA (mRNA). The mRNA moves to
the cytoplasm, where it is translated into a protein that partici-
pates in a cellular response. Thyroid hormones are thought to act
by a similar mechanism, although their receptors are already
bound to a hormone response element, repressing gene expres-
sion. The thyroid hormone-receptor complex forms directly in
the nucleus and results in the activation of transcription from the
thyroid hormone-responsive gene.
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REVIEW QUESTIONS

DIRECTIONS: Each of the numbered
items or incomplete statements in this
section is followed by answers or by
completions of the statement. Select the
ONE lettered answer or completion that is

BEST in each case.

1.

If a region or compartment is in a
steady state with respect to a particular
substance, then

(A) The amount of the substance in the
compartment is increasing

(B) The amount of the substance in the
compartment is decreasing

(C) The amount of the substance in
the compartment does not change with
respect to time

(D) There is no movement into or out
of the compartment

(E) The compartment must be in
equilibrium with its surroundings

A 62-year-old woman eats a high
carbohydrate meal. Her plasma glucose
concentration rises, and this results in
increased insulin secretion from the
pancreatic islet cells. The insulin
response is an example of

A) Chemical equilibrium

B) End-product inhibition

C) Feedforward control

D) Negative feedback

(E) Positive feedback

In animal models of autosomal recessive
polycystic kidney disease, epidermal
growth factor (EGF) receptors may be
abnormally expressed on the urine side
of kidney epithelial cells and may be
stimulated by EGF in the urine, causing
excessive cell proliferation and
formation of numerous kidney cysts.
What type of drug might be useful in
treating this condition?

(A) Adenylyl cyclase stimulator

B) EGF agonist

C) Phosphatase inhibitor

D) Phosphodiesterase inhibitor

E) Tyrosine kinase inhibitor

Second messengers

(A) Are extracellular ligands

(B) Are always available for signal
transduction

(C) Always produce the same cellular
response

(
(
(
(

(
(
(
(

(D) Include nucleotides, ions, and
gases

(E) Are produced only by tyrosine
kinase receptors

. The second messengers cyclic AMP

and cyclic GMP

(A) Activate the same signal
transduction pathways

(B) Are generated by the activation of
cyclases

(C) Activate the same protein kinase
(D) Are important only in sensory
transduction

(E) Can activate phospholipase C

. Binding of estrogen to its steroid

hormone receptor

(A) Stimulates the GTPase activity of
the trimeric G protein coupled to the
estrogen receptor

(B) Stimulates the activation of the IP;
receptor in the sarcoplasmic reticulum
to increase intracellular calcium

(C) Stimulates phosphorylation of
tyrosine residues in the cytoplasmic
domain of the receptor

(D) Stimulates the movement of the
hormone-receptor complex to the
nucleus to cause gene activation

(E) Stimulates the activation of the
MAP kinase pathway and results in the
regulation of several transcription
factors

. A single cell within a culture of freshly

isolated cardiac muscle cells is injected
with a fluorescent dye that cannot
cross cell membranes. Within minutes,
several adjacent cells become
fluorescent. The most likely
explanation for this observation is the
presence of

(A) Ryanodine receptors

(B) IP; receptors

(C) Transverse tubules

(D) Desmosomes

(E) Gap junctions

. Many signaling pathways involve the

generation of inositol trisphosphate
(IP3) and diacylglycerol (DAG). These
molecules

(A) Are first messengers

(B) Activate phospholipase C

(C) Can activate tyrosine kinase
receptors

(D) Can activate calcium calmodulin-
dependent protein kinases
(E) Are derived from PIP,

9. Tyrosine kinase receptors
(A) Have constitutively active tyrosine
kinase domains
(B) Phosphorylate and activate ras
directly
(C) Mediate cellular processes involved
in growth and differentiation
(D) Are not phosphorylated upon
activation
(E) Are monomeric receptors upon
activation

10.A pituitary tumor is removed from a
40-year-old man with acromegaly
resulting from excessive secretion of
growth hormone. It is known that G
proteins and adenylyl cyclase
normally mediate the stimulation of
growth hormone secretion produced
by growth hormone-releasing
hormone (GHRH). Which of the
following problems is most likely to
be present in the patient’s tumor
cells?
(A) Adenylyl cyclase activity is
abnormally low
(B) The Ga, subunit is unable to
hydrolyze GTP
(C) The Ga, subunit is inactivated
(D) The Ga; subunit is activated
(E) The cells lack GHRH receptors
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CHAPTER

The Plasma Membrane,
Membrane Transport,
and the Resting
Membrane Potential

Stephen A. Kempson, Ph.D.

CHAPTER OUTLINE

m THE STRUCTURE OF THE PLASMA MEMBRANE
B MECHANISMS OF SOLUTE TRANSPORT

KEY CONCEPTS

® THE MOVEMENT OF WATER ACROSS THE PLASMA
MEMBRANE

® THE RESTING MEMBRANE POTENTIAL

1. The two major components of the plasma membrane
of a cell are proteins and lipids, present in about equal
proportions.

2. Membrane proteins are responsible for most of the func-
tions of the plasma membrane, including the transport of
water and solutes across the membrane and providing
specific binding sites for extracellular signaling molecules
such as hormones.

3. Carrier-mediated transport systems allow the rapid trans-
port of polar molecules, reach a maximum rate at high sub-
strate concentration, exhibit structural specificity, and are
competitively inhibited by molecules of similar structure.

4. Voltage-gated channels are opened by a change in the
membrane potential, and ligand-gated channels are
opened by the binding of a specific agonist.

he intracellular fluid of living cells, the cytosol, has a

composition very different from that of the extracellu-
lar fluid. For example, the concentrations of potassium and
phosphate ions are higher inside cells than outside, whereas
sodium, calcium, and chloride ion concentrations are much
lower inside cells than outside. These differences are nec-
essary for the proper functioning of many intracellular en-
zymes; for instance, the synthesis of proteins by the ribo-
somes requires a relatively high potassium concentration.
The cell membrane or plasma membrane creates and main-
tains these differences by establishing a permeability bar-
rier around the cytosol. The ions and cell proteins needed
for normal cell function are prevented from leaking out;
those not needed by the cell are unable to enter the cell
freely. The cell membrane also keeps metabolic intermedi-

5. The Na*/K*-ATPase pump is an example of primary active
transport, and Na*-coupled glucose transport is an exam-
ple of secondary active transport.

6. The polarized organization of epithelial cells produces a di-
rectional movement of solutes and water across the ep-
ithelium.

7. Many cells regulate their volume when exposed to osmotic
stress by activating transport systems that allow the exit or
entry of solute so that water will follow.

8. The Goldman equation gives the value of the mem-
brane potential when all the permeable ions are ac-
counted for.

9. In most cells, the resting membrane potential is close to
the Nernst potential for K.

ates near where they will be needed for further synthesis or
processing and retains metabolically expensive proteins in-
side the cell.

The plasma membrane is necessarily selectively perme-
able. Cells must receive nutrients in order to function, and
they must dispose of metabolic waste products. To function
in coordination with the rest of the organism, cells receive
and send information in the form of hormones and neuro-
transmitters. The plasma membrane has mechanisms that
allow specific molecules to cross the barrier around the cell.
A selective barrier surrounds not only the cell but also every
intracellular organelle that requires an internal milieu dif-
ferent from that of the cytosol. The cell nucleus, mito-
chondria, endoplasmic reticulum, Golgi apparatus, and
lysosomes are delimited by membranes similar in composi-
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tion to the plasma membrane. This chapter describes the
specific types of membrane transport mechanisms for ions
and other solutes, their relative contributions to the resting
membrane potential, and how their activities are coordi-
nated to achieve directional transport from one side of a
cell layer to the other.

THE STRUCTURE OF THE PLASMA MEMBRANE

The first theory of membrane structure proposed that
cells are surrounded by a double layer of lipid molecules,
a lipid bilayer. This theory was based on the known ten-
dency of lipid molecules to form lipid bilayers with low
permeability to water-soluble molecules. However, the
lipid bilayer theory did not explain the selective move-
ment of certain water-soluble compounds, such as glucose
and amino acids, across the plasma membrane. In 1972,
Singer and Nicolson proposed the fluid mosaic model of
the plasma membrane (Fig. 2.1). With minor modifica-
tions, this model is still accepted as the correct picture of
the structure of the plasma membrane.

The Plasma Membrane Has Proteins Inserted
in the Lipid Bilayer

Proteins and lipids are the two major components of the
plasma membrane, present in about equal proportions by
weight. The various lipids are arranged in a lipid bilayer,
and two different types of proteins are associated with this
bilayer. Integral proteins (or intrinsic proteins) are embed-
ded in the lipid bilayer; many span it completely, being ac-
cessible from the inside and outside of the membrane. The
polypeptide chain of these proteins may cross the lipid bi-
layer once or may make multiple passes across it. The
membrane-spanning segments usually contain amino acids
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@The fluid mosaic model of the plasma
membrane. Lipids are arranged in a bilayer. In-
tegral proteins are embedded in the bilayer and often span it.

Some membrane-spanning proteins form channels. Peripheral
proteins do not penetrate the bilayer.

with nonpolar side chains and are arranged in an ordered «-
helical conformation. Peripheral proteins (or extrinsic pro-
teins) do not penetrate the lipid bilayer. They are in con-
tact with the outer side of only one of the lipid
layers—either the layer facing the cytoplasm or the layer
facing the extracellular fluid (see Fig. 2.1). Many membrane
proteins have carbohydrate molecules, in the form of spe-
cific sugars, attached to the parts of the proteins that are
exposed to the extracellular fluid. These molecules are
known as glycoproteins. Some of the integral membrane
proteins can move in the plane of the membrane, like small
boats floating in the “sea” formed by the bilayer arrange-
ment of the lipids. Other membrane proteins are anchored
to the cytoskeleton inside the cell or to proteins of the ex-
tracellular matrix.

The proteins in the plasma membrane play a variety of
roles. Many peripheral membrane proteins are enzymes,
and many membrane-spanning integral proteins are carri-
ers or channels for the movement of water-soluble mole-
cules and ions into and out of the cell. Another important
role of membrane proteins is structural; for example, cer-
tain membrane proteins in the erythrocyte help maintain
the biconcave shape of the cell. Finally, some membrane
proteins serve as highly specific recognition sites or recep-
tors on the outside of the cell membrane to which extra-
cellular molecules, such as hormones, can bind. If the re-
ceptor is a membrane-spanning protein, it provides a
mechanism for converting an extracellular signal into an
intracellular response.

There Are Different Types of Membrane Lipids

Lipids found in cell membranes can be classified into two
broad groups: those that contain fatty acids as part of the
lipid molecule and those that do not. Phospholipids are an
example of the first group, and cholesterol is the most im-
portant example of the second group.

Phospholipids. The fatty acids present in phospholipids
are molecules with a long hydrocarbon chain and a car-
boxyl terminal group. The hydrocarbon chain can be satu-
rated (no double bonds between the carbon atoms) or un-
saturated (one or more double bonds present). The
composition of fatty acids gives them some peculiar char-
acteristics. The long hydrocarbon chain tends to avoid
contact with water and is described as hydrophobic. The
carboxyl group at the other end is compatible with water
and is termed hydrophilic. Fatty acids are said to be amphi-
pathic because both hydrophobic and hydrophilic regions
are present in the same molecule.

Phospholipids are the most abundant complex lipids
found in cell membranes. They are amphipathic molecules
formed by two fatty acids (normally, one saturated and one
unsaturated) and one phosphoric acid group substituted on
the backbone of a glycerol or sphingosine molecule. This
arrangement produces a hydrophobic area formed by the
two fatty acids and a polar hydrophilic head. When phos-
pholipids are arranged in a bilayer, the polar heads are on
the outside and the hydrophobic fatty acids on the inside.
[t is difficult for water-soluble molecules and ions to pass di-
rectly through the hydrophobic interior of the lipid bilayer.
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The phospholipids, with a backbone of sphingosine (a
long amino alcohol), are usually called sphingolipids and
are present in all plasma membranes in small amounts. They
are especially abundant in brain and nerve cells.

Glycolipids are lipid molecules that contain sugars and
sugar derivatives (instead of phosphoric acid) in the po-
lar head. They are located mainly in the outer half of the
lipid bilayer, with the sugar molecules facing the extra-
cellular fluid.

Cholesterol. Cholesterol is an important component of
mammalian plasma membranes. The proportion of cho-
lesterol in plasma membranes varies from 10% to 50% of
total lipids. Cholesterol has a rigid structure that stabi-
lizes the cell membrane and reduces the natural mobility
of the complex lipids in the plane of the membrane. In-
creasing amounts of cholesterol make it more difficult for
lipids and proteins to move in the membrane. Some cell
functions, such as the response of immune system cells to
the presence of an antigen, depend on the ability of
membrane proteins to move in the plane of the mem-
brane to bind the antigen. A decrease in membrane fluid-
ity resulting from an increase in cholesterol will impair
these functions.

MECHANISMS OF SOLUTE TRANSPORT

All cells need to import oxygen, sugars, amino acids, and
some small ions and to export carbon dioxide, metabolic
wastes, and secretions. At the same time, specialized cells
require mechanisms to transport molecules such as en-
zymes, hormones, and neurotransmitters. The movement
of large molecules is carried out by endocytosis and exocy-
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@The transport of macromolecules across the
plasma membrane by the formation of vesi-
cles. Particulate matter in the extracellular fluid is engulfed and
internalized by phagocytosis. During fluid-phase endocytosis, ex-
tracellular fluid and dissolved macromolecules enter the cell in

endocytic vesicles that pinch off at depressions in the plasma
membrane. Receptor-mediated endocytosis uses membrane recep-
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tosis, the transfer of substances into or out of the cell, re-
spectively, by vesicle formation and vesicle fusion with the
plasma membrane. Cells also have mechanisms for the
rapid movement of ions and solute molecules across the
plasma membrane. These mechanisms are of two general
types: passive movement, which requires no direct expen-
diture of metabolic energy, and active movement, which
uses metabolic energy to drive solute transport.

Macromolecules Cross the Plasma Membrane by
Vesicle Fusion

Phagocytosis and Endocytosis. Phagocytosis is the in-
gestion of large particles or microorganisms, usually occur-
ring only in specialized cells such as macrophages (Fig.
2.2). An important function of macrophages in humans is to
remove invading bacteria. The phagocytic vesicle (1 to 2
wm in diameter) is almost as large as the phagocytic cell it-
self. Phagocytosis requires a specific stimulus. It occurs
only after the extracellular particle has bound to the extra-
cellular surface. The particle is then enveloped by expan-
sion of the cell membrane around it.

Endocytosis is a general term for the process in which a
region of the plasma membrane is pinched off to form an
endocytic vesicle inside the cell. During vesicle formation,
some fluid, dissolved solutes, and particulate material from
the extracellular medium are trapped inside the vesicle and
internalized by the cell. Endocytosis produces much
smaller endocytic vesicles (0.1 to 0.2 wm in diameter) than
phagocytosis. It occurs in almost all cells and is termed a
constitutive process because it occurs continually and spe-
cific stimuli are not required. In further contrast to phago-
cytosis, endocytosis originates with the formation of de-
pressions in the cell membrane. The depressions pinch off
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tors at coated pits to bind and internalize specific solutes (lig-
ands). Exocytosis is the release of macromolecules destined for ex-
port from the cell. These are packed inside secretory vesicles that
fuse with the plasma membrane and release their contents outside
the cell. (Modified from Dautry-Varsat A, Lodish HF. How recep-
tors bring proteins and particles into cells. Sci Am
1984,250(5):52-58.)
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within a few minutes after they form and give rise to endo-
cytic vesicles inside the cell.

Two main types of endocytosis can be distinguished (see
Fig. 2.2). Fluid-phase endocytosis is the nonspecific up-
take of the extracellular fluid and all its dissolved solutes.
The material is trapped inside the endocytic vesicle as it is
pinched off inside the cell. The amount of extracellular ma-
terial internalized by this process is directly proportional to
its concentration in the extracellular solution. Receptor-
mediated endocytosis is a more efficient process that uses
receptors on the cell surface to bind specific molecules.
These receptors accumulate at specific depressions known
as coated pits, so named because the cytosolic surface of
the membrane at this site is covered with a coat of several
proteins. The coated pits pinch off continually to form en-
docytic vesicles, providing the cell with a mechanism for
rapid internalization of a large amount of a specific mole-
cule without the need to endocytose large volumes of ex-
tracellular fluid. The receptors also aid the cellular uptake
of molecules present at low concentrations outside the cell.
Receptor-mediated endocytosis is the mechanism by which
cells take up a variety of important molecules, including
hormones; growth factors; and serum transport proteins,
such as transferrin (an iron carrier). Foreign substances,
such as diphtheria toxin and certain viruses, also enter cells
by this pathway.

Exocytosis. Many cells synthesize important macromol-
ecules that are destined for exocytosis or export from the
cell. These molecules are synthesized in the endoplasmic
reticulum, modified in the Golgi apparatus, and packed in-
side transport vesicles. The vesicles move to the cell sur-
face, fuse with the cell membrane, and release their con-
tents outside the cell (see Fig. 2.2).

There are two exocytic pathways—constitutive and reg-
ulated. Some proteins are secreted continuously by the
cells that make them. Secretion of mucus by goblet cells in
the small intestine is a specific example. In this case, exo-
cytosis follows the constitutive pathway, which is present
in all cells. In other cells, macromolecules are stored inside
the cell in secretory vesicles. These vesicles fuse with the
cell membrane and release their contents only when a spe-
cific extracellular stimulus arrives at the cell membrane.
This pathway, known as the regulated pathway, is respon-
sible for the rapid “on-demand” secretion of many specific
hormones, neurotransmitters, and digestive enzymes.

The Passive Movement of Solutes Tends
to Equilibrate Concentrations

Simple Diffusion. Any solute will tend to uniformly oc-
cupy the entire space available to it. This movement,
known as diffusion, is due to the spontaneous Brownian
(random) movement that all molecules experience and that
explains many everyday observations. Sugar diffuses in cof-
fee, lemon diffuses in tea, and a drop of ink placed in a glass
of water will diffuse and slowly color all the water. The net
result of diffusion is the movement of substances according
to their difference in concentrations, from regions of high
concentration to regions of low concentration. Diffusion is
an effective way for substances to move short distances.

The speed with which the diffusion of a solute in water
occurs depends on the difference of concentration, the size
of the molecules, and the possible interactions of the dif-
fusible substance with water. These different factors appear
in Fick's law, which describes the diffusion of any solute in
water. In its simplest formulation, Fick's law can be written as:

J=DA(C, — C)/AX (1)

where J is the flow of solute from region 1 to region 2 in the
solution, D is the diffusion coefficient of the solute and
takes into consideration such factors as solute molecular
size and interactions of the solute with water, A is the cross-
sectional area through which the flow of solute is measured,
C is the concentration of the solute at regions 1 and 2, and
AX is the distance between regions 1 and 2. J is expressed
in units of amount of substance per unit area per unit time,
for example, mol/cm? per hour, and is also referred to as the
solute flux.

Diffusive Membrane Transport. Solutes can enter or
leave a cell by diffusing passively across the plasma mem-
brane. The principal force driving the diffusion of an un-
charged solute is the difference of concentration between
the inside and the outside of the cell (Fig. 2.3). In the case
of an electrically charged solute, such as an ion, diffusion is
also driven by the membrane potential, which is the elec-
trical gradient across the membrane. The membrane po-
tential of most living cells is negative inside the cell relative
to the outside.
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@The diffusion of gases and lipid-soluble
molecules through the lipid bilayer. In this
example, the diffusion of a solute across a plasma membrane is
driven by the difference in concentration on the two sides of the
membrane. The solute molecules move randomly by Brownian
movement. Initially, random movement from left to right across
the membrane is more frequent than movement in the opposite
direction because there are more molecules on the left side. This
results in a net movement of solute from left to right across the
membrane until the concentration of solute is the same on both
sides. At this point, equilibrium (no net movement) is reached be-
cause solute movement from left to right is balanced by equal
movement from right to left.
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Diffusion across a membrane has no preferential direc-
tion; it can occur from the outside of the cell toward the in-
side or from the inside of the cell toward the outside. For
any substance, it is possible to measure the permeability
coefficient (P), which gives the speed of the diffusion
across a unit area of plasma membrane for a defined driving
force. Fick's law for the diffusion of an uncharged solute
across a membrane can be written as:

J=PA(C, = () (2)

which is similar to equation 1. P includes the membrane
thickness, diffusion coefficient of the solute within the
membrane, and solubility of the solute in the membrane.
Dissolved gases, such as oxygen and carbon dioxide, have
high permeability coefficients and diffuse across the cell
membrane rapidly. Since diffusion across the plasma
membrane usually implies that the diffusing solute enters
the lipid bilayer to cross it, the solute’s solubility in a lipid
solvent (e.g., olive oil or chloroform) compared with its
solubility in water is important in determining its perme-
ability coefficient.

A substance's solubility in oil compared with its solu-
bility in water is its partition coefficient. Lipophilic sub-
stances that mix well with the lipids in the plasma mem-
brane have high partition coefficients and, as a result,
high permeability coefficients; they tend to cross the
plasma membrane easily. Hydrophilic substances, such as
ions and sugars, do not interact well with the lipid com-
ponent of the membrane, have low partition coefficients
and low permeability coefficients, and diffuse across the
membrane more slowly.

For solutes that diffuse across the lipid part of the plasma
membrane, the relationship between the rate of movement
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@A graph of solute transport across a plasma
membrane by simple diffusion. The rate of

solute entry increases linearly with extracellular concentration of
the solute. Assuming no change in intracellular concentration, in-

creasing the extracellular concentration increases the gradient
that drives solute entry.

and the difference in concentration between the two sides
of the membrane is linear (Fig. 2.4). The higher the differ-
ence in concentration (C; — C,), the greater the amount of
substance crossing the membrane per unit time.

Facilitated Diffusion via Carrier Proteins. For many
solutes of physiological importance, such as sugars and
amino acids, the relationship between transport rate and
concentration difference follows a curve that reaches a
plateau (Fig. 2.5). Furthermore, the rate of transport of
these hydrophilic substances across the cell membrane is
much faster than expected for simple diffusion through a
lipid bilayer. Membrane transport with these characteris-
tics is often called carrier-mediated transport because an
integral membrane protein, the carrier, binds the trans-
ported solute on one side of the membrane and releases it
at the other side. Although the details of this transport
mechanism are unknown, it is hypothesized that the bind-
ing of the solute causes a conformational change in the car-
rier protein, which results in translocation of the solute
(Fig. 2.6). Because there are limited numbers of these carri-
ers in any cell membrane, increasing the concentration of
the solute initially uses the existing “spare” carriers to trans-
port the solute at a higher rate than by simple diffusion. As
the concentration of the solute increases further and more
solute molecules bind to carriers, the transport system
eventually reaches saturation, when all the carriers are in-
volved in translocating molecules of solute. At this point,
additional increases in solute concentration do not increase
the rate of solute transport (see Fig. 2.5).

The types of carrier-mediated transport mechanisms
considered here can transport a solute along its concentra-
tion gradient only, as in simple diffusion. Net movement
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@A graph of solute transport across a plasma
membrane by carrier-mediated transport.
The rate of transport is much faster than that of simple diffusion
(see Fig. 2.4) and increases linearly as the extracellular solute con-
centration increases. The increase in transport is limited, how-
ever, by the availability of carriers. Once all are occupied by
solute, further increases in extracellular concentration have no ef-
fect on the rate of transport. A maximum rate of transport (Vi,ax)
is achieved that cannot be exceeded.



24 PART | CELLULAR PHYSIOLOGY

@The role of a carrier protein in facilitated
diffusion of solute molecules across a
plasma membrane. In this example, solute transport into the cell
is driven by the high solute concentration outside compared to

inside. A, Binding of extracellular solute to the carrier, a mem-
brane-spanning integral protein, may trigger a change in protein

stops when the concentration of the solute has the same

value on both sides of the membrane. At this point, with

reference to equation 2, C; = C, and the value of ] is 0. The
transport systems function until the solute concentrations
have equilibrated. However, equilibrium is attained much
faster than with simple diffusion.

Equilibrating carrier-mediated transport systems have
several characteristics:

e They allow the transport of polar (hydrophilic) mole-
cules at rates much higher than expected from the parti-
tion coefficient of these molecules.

e They eventually reach saturation at high substrate con-
centration.

e They have structural specificity, meaning each carrier
system recognizes and binds specific chemical structures
(a carrier for D-glucose will not bind or transport L-glu-
cose).

e They show competitive inhibition by molecules with
similar chemical structure. For example, carrier-medi-
ated transport of D-glucose occurs at a slower rate when
molecules of D-galactose also are present. This is be-
cause galactose, structurally similar to glucose, competes
with glucose for the available glucose carrier proteins.
A specific example of this type of carrier-mediated trans-

port is the movement of glucose from the blood to the in-

terior of cells. Most mammalian cells use blood glucose as a

major source of cellular energy, and glucose is transported

into cells down its concentration gradient. The transport
process in many cells, such as erythrocytes and the cells of
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conformation that exposes the bound solute to the interior of the
cell. B, Bound solute readily dissociates from the carrier because of
the low intracellular concentration of solute. The release of solute
may allow the carrier to revert to its original conformation (A) to
begin the cycle again.

fat, liver, and muscle tissues, involves a plasma membrane
protein called GLUT 1 (glucose transporter 1). The ery-
throcyte GLUT 1 has an affinity for D-glucose that is about
2,000-fold greater than the affinity for L-glucose. It is an in-
tegral membrane protein that contains 12 membrane-span-
ning a-helical segments.

Equilibrating carrier-mediated transport, like simple
diffusion, does not have directional preferences. It func-
tions equally well in bringing its specific solutes into or
out of the cell, depending on the concentration gradient.
Net movement by equilibrating carrier-mediated trans-
port ceases once the concentrations inside and outside the
cell become equal.

The anion exchange protein (AE1), the predominant
integral protein in the mammalian erythrocyte mem-
brane, provides a good example of the reversibility of
transporter action. AE1 is folded into at least 12 trans-
membrane a-helices and normally permits the one-for-
one exchange of CI~ and HCOj; ™ ions across the plasma
membrane. The direction of ion movement is dependent
only on the concentration gradients of the transported
ions. AE1 has an important role in transporting CO- from
the tissues to the lungs. The erythrocytes in systemic
capillaries pick up CO, from tissues and convert it to
HCO; ™, which exits the cells via AE1. When the ery-
throcytes enter pulmonary capillaries, the AE1 allows
plasma HCO;™ to enter erythrocytes, where it is con-
verted back to CO, for expiration by the lungs (see
Chapter 21).
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Facilitated Diffusion Through lon Channels. Small ions,
such as Na™, K™, CI7, and Ca®", also cross the plasma
membrane faster than would be expected based on their
partition coefficients in the lipid bilayer. An ion's electrical
charge makes it difficult for the ion to move across the lipid
bilayer. The rapid movement of ions across the membrane,
however, is an aspect of many cell functions. The nerve ac-
tion potential, the contraction of muscle, the pacemaker
function of the heart, and many other physiological events
are possible because of the ability of small ions to enter or
leave the cell rapidly. This movement occurs through se-
lective ion channels.

lon channels are integral proteins spanning the width of
the plasma membrane and are normally composed of sev-
eral polypeptide subunits. Certain specific stimuli cause the
protein subunits to open a gate, creating an aqueous chan-
nel through which the ions can move (Fig. 2.7). In this way,
ions do not need to enter the lipid bilayer to cross the mem-
brane; they are always in an aqueous medium. When the
channels are open, the ions move rapidly from one side of
the membrane to the other by facilitated diffusion. Specific
interactions between the ions and the sides of the channel
produce an extremely rapid rate of ion movement; in fact,
ion channels permit a much faster rate of solute transport
(about 10® ions/sec) than carrier-mediated systems.

lon channels are often selective. For example, some
channels are selective for Na*, for K*, for Ca?™, for Cl~,
and for other anions and cations. It is generally assumed
that some kind of ionic selectivity filter must be built into
the structure of the channel (see Fig. 2.7). No clear relation
between the amino acid composition of the channel pro-
tein and ion selectivity of the channel has been established.

A great deal of information about the characteristic be-
havior of channels for different ions has been revealed by
the patch clamp technique. The small electrical current
caused by ion movement when a channel is open can be de-
tected with this technique, which is so sensitive that the
opening and closing of a single ion channel can be ob-
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@An ion channel. lon channels are formed be-
tween the polypeptide subunits of integral pro-
teins that span the plasma membrane, providing an aqueous pore
through which ions can cross the membrane. Different types of

gating mechanisms are used to open and close channels. lon
channels are often selective for a specific ion.

served (Fig. 2.8). In general, ion channels exist either fully
open or completely closed, and they open and close very
rapidly. The frequency with which a channel opens is vari-
able, and the time the channel remains open (usually a few
milliseconds) is also variable. The overall rate of ion trans-
port across a membrane can be controlled by changing the
frequency of a channel opening or by changing the time a
channel remains open.

Most ion channels usually open in response to a specific
stimulus. lon channels can be classified according to their
gating mechanisms, the signals that make them open or
close. There are voltage-gated channels and ligand-gated
channels. Some ion channels are always open and these are
referred to as nongated channels (see Chapter 3).

Voltage-gated ion channels open when the membrane
potential changes beyond a certain threshold value. Chan-
nels of this type are involved in the conduction of action
potentials along nerve axons and they include sodium and
potassium channels (see Chapter 3). Voltage-gated ion
channels are found in many cell types. It is thought that
some charged amino acids located in a membrane-spanning
a-helical segment of the channel protein are sensitive to
the transmembrane potential. Changes in the membrane
potential cause these amino acids to move and induce a
conformational change of the protein that opens the way
for the ions.

Ligand-gated (or, chemically gated) ion channels cannot
open unless they first bind to a specific agonist. The opening
of the gate is produced by a conformational change in the
protein induced by the ligand binding. The ligand can be a
neurotransmitter arriving from the extracellular medium. It
also can be an intracellular second messenger, produced in re-
sponse to some cell activity or hormone action, that reaches
the ion channel from the inside of the cell. The nicotinic
acetylcholine receptor channel found in the postsynaptic
neuromuscular junction (see Chapters 3 and 9) is a ligand-
gated ion channel that is opened by an extracellular ligand
(acetylcholine). Examples of ion channels gated by intracel-
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@A patch clamp recording from a frog mus-
cle fiber. lons flow through the channel when
it opens, generating a current. The current in this experiment is
about 3 pA and is detected as a downward deflection in the
recording. When more than one channel opens, the current and
the downward deflection increase in direct proportion to the
number of open channels. This record shows that up to three
channels are open at any instant. (Modified from Kandel ER,
Schwartz JH, Jessell TM. Principles of Neural Science. 3rd Ed.
New York: Elsevier, 1991.)
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@Structure of a cyclic nucleotide-gated ion
channel. A, The secondary structure of a single
subunit has six membrane-spanning regions and a binding site for
cyclic nucleotides on the cytosolic side of the membrane. B, Four
identical subunits (I-1V) assemble together to form a functional

channel that provides a hydrophilic pathway across the plasma
membrane.
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lular messengers also abound in nature. This type of gating
mechanism allows the channel to open or close in response to
events that occur at other locations in the cell. For example, a
sodium channel gated by intracellular cyclic GMP is involved
in the process of vision (see Chapter 4). This channel is lo-
cated in the rod cells of the retina and it opens in the presence
of cyclic GMP. The generalized structure of one subunit of an
ion channel gated by cyclic nucleotides is shown in Figure
2.9. There are six membrane-spanning regions and a cyclic
nucleotide-binding site is exposed to the cytosol. The func-
tional protein is a tetramer of four identical subunits. Other
cell membranes have potassium channels that open when the
intracellular concentration of calcium ions increases. Several
known channels respond to inositol 1,4,5-trisphosphate, the
activated part of G proteins, or ATP. The gating of the ep-
ithelial chloride channel by ATP is described in the Clinical
Focus Box 2.1 in this chapter.

Solutes Are Moved Against Gradients
by Active Transport Systems

The passive transport mechanisms discussed all tend to
bring the cell into equilibrium with the extracellular fluid.
Cells must oppose these equilibrating systems and preserve
intracellular concentrations of solutes, particularly ions,
that are compatible with life.

ATP

ADP

@The possible se-
quence of events dur-
ing one cycle of the sodium-potassium
pump. The functional form may be a
tetramer of two large catalytic subunits
and two smaller subunits of unknown
function. Binding of intracellular Na™

and phosphorylation by ATP inside the
cell may induce a conformational change
that transfers Na™ to the outside of the
cell (steps 1 and 2). Subsequent binding
of extracellular K* and dephosphoryla-
tion return the protein to its original form
and transfer K™ into the cell (steps 3, 4,
and 5). There are thought to be three
Na™ binding sites and two K™ binding
sites. During one cycle, three Na™ are ex-
@ changed for two K*, and one ATP mole-
cule is hydrolyzed.
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CLINICAL FOCUS BOX 2.1

Cystic Fibrosis

Cystic fibrosis is one of the most common lethal genetic
diseases of Caucasians. In northern Europe and the United
States, for example, about 1 child in 2,500 is born with the
disease. It was first recognized clinically in the 1930s, when
it appeared to be a gastrointestinal problem because pa-
tients usually died from malnutrition during the first year
of life. Survival has improved as management has im-
proved; afflicted newborns now have a life expectancy of
about 40 years. Cystic fibrosis affects several organ sys-
tems, with the severity varying enormously among indi-
viduals. Clinical features can include deficient secretion of
digestive enzymes by the pancreas; infertility in males; in-
creased concentration of chloride ions in sweat; intestinal
and liver disease; and airway disease, leading to progres-
sive lung dysfunction. Involvement of the lungs deter-
mines survival: 95% of cystic fibrosis patients die from res-
piratory failure.

The basic defect in cystic fibrosis is a failure of chloride
transport across epithelial plasma membranes, particu-
larly in the epithelial cells that line the airways. Much of the
information about defective chloride transport was ob-
tained by studying individual chloride channels using the
patch clamp technique. One hypothesis is that all the
pathophysiology of cystic fibrosis is a direct result of chlo-
ride transport failure. In the lungs, for example, reduced
secretion of chloride ion is usually accompanied by a re-
duced secretion of sodium and bicarbonate ions. These
changes retard the secretion of water, so the mucus secre-
tions that line airways become thick and sticky and the
smaller airways become blocked. The thick mucus also
traps bacteria, which may lead to bacterial infection. Once
established, bacterial infection is difficult to eradicate from
the lungs of a patient with cystic fibrosis.

It was predicted that the flawed gene in patients with
cystic fibrosis would normally encode either a chloride
channel protein or a membrane protein that regulates
chloride channels. The gene was identified in 1989 and en-
codes a protein of 1,480 amino acids, the cystic fibrosis
transmembrane conductance regulator (CFTR). Evi-
dence indicates that CFTR contains both a chloride channel
and a channel regulator. Although it functions as an ion
channel, it has structural similarities to adenosine triphos-

Primary Active Transport. Integral membrane proteins
that directly use metabolic energy to transport ions against
a gradient of concentration or electrical potential are
known as ion pumps. The direct use of metabolic energy to
carry out transport defines a primary active transport
mechanism. The source of metabolic energy is ATP syn-
thesized by mitochondria, and the different ion pumps hy-
drolyze ATP to ADP and use the energy stored in the third
phosphate bond to carry out transport. Because of this abil-
ity to hydrolyze ATP, ion pumps also are called ATPases.
The most abundant ion pump in higher organisms is the
sodium-potassium pump or Na*/K*-ATPase. It is found
in the plasma membrane of practically every eukaryotic cell
and is responsible for maintaining the low sodium and high
potassium concentrations in the cytoplasm. The sodium-
potassium pump is an integral membrane protein consisting

phate (ATP)-driven ion pumps that are integral membrane
proteins. The CFTR protein is anchored in the plasma
membrane by 12 membrane-spanning segments that also
form a channel. A large regulatory domain is exposed to
the cytosol and contains several sites that can be phos-
phorylated by various protein kinases, such as cyclic
adenosine monophosphate (AMP)-dependent protein ki-
nase. Two nucleotide-binding domains (NBD) control
channel activity through interactions with nucleotides,
such as ATP, present in the cell cytosol. A two-step process
controls the gating of CFTR: (1) phosphorylation of specific
sites within the regulatory domain, and (2) binding and
hydrolysis of ATP at the NBD. After initial phosphorylation,
gating between the closed and open states is controlled by
ATP hydrolysis. It is believed that the channel is opened by
ATP hydrolysis at one NBD and closed by subsequent ATP
hydrolysis at the other NBD.

A common mutation in CFTR, found in 70% of cystic fi-
brosis patients, results in the loss of the amino acid pheny-
lalanine from one of the NBD. This mutation produces se-
vere symptoms because it results in defective targeting of
newly synthesized CFTR proteins to the plasma mem-
brane. The number of functional CFTR proteins at the cor-
rect location is decreased to an inadequate level.

Increased understanding of the pathophysiology of
airway disease in cystic fibrosis has given rise to new
therapies, and a definitive solution may be close at hand.
Two approaches are undergoing clinical trials. One ap-
proach is to design pharmacological agents that will ei-
ther regulate (open or close) defective CFTR chloride
channels or bypass CFTR and stimulate other membrane
chloride channels in the same cells. The other approach
is the use of gene therapy to insert a normal gene for
CFTR into affected airway epithelial cells. This has the
advantage of restoring both the known and unknown
functions of the gene. The field of gene therapy is in its
infancy, and although there have been no “cures” for
cystic fibrosis, much has been learned about the prob-
lems presented by the inefficient and short-lived transfer
of genes in vivo. The next phase of gene therapy will fo-
cus on improving the technology for gene delivery. Gene
therapy may become a reality for many lung diseases
during this century.

of two subunits, one large and one small. Sodium ions are
transported out of the cell and potassium ions are brought
in. It is known as a P-type ATPase because the protein is
phosphorylated during the transport cycle (Fig. 2.10). The
pump counterbalances the tendency of sodium ions to en-
ter the cell passively and the tendency of potassium ions to
leave passively. It maintains a high intracellular potassium
concentration necessary for protein synthesis. It also plays
arole in the resting membrane potential by maintaining ion
gradients. The sodium-potassium pump can be inhibited ei-
ther by metabolic poisons that stop the synthesis and sup-
ply of ATP or by specific pump blockers, such as the car-
diac glycoside digitalis.

Calcium pumps, Ca®>*-ATPases, are found in the
plasma membrane, in the membrane of the endoplasmic
reticulum, and, in muscle cells, in the sarcoplasmic reticu-
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lum membrane. They are also P-type ATPases. They pump
calcium ions from the cytosol of the cell either into the ex-
tracellular space or into the lumen of these organelles. The
organelles store calcium and, as a result, help maintain a
low cytosolic concentration of this ion (see Chapter 1).

The H*/K*-ATPase is another example of a P-type
ATPase. It is present in the luminal membrane of the parietal
cells in oxyntic (acid-secreting) glands of the stomach. By
pumping protons into the lumen of the stomach in exchange
for potassium ions, this pump maintains the low pH in the
stomach that is necessary for proper digestion (see Chapter
28). It is also found in the colon and in the collecting ducts
of the kidney:. Its role in the kidney is to secrete H™ ions into
the urine and to reabsorb K* ions (see Chapter 25).

Proton pumps, H*-ATPases, are found in the mem-
branes of the lysosomes and the Golgi apparatus. They
pump protons from the cytosol into these organelles, keep-
ing the inside of the organelles more acidic (at a lower pH)
than the rest of the cell. These pumps, classified as V-type
ATPases because they were first discovered in intracellular
vacuolar structures, have now been detected in plasma
membranes. For example, the proton pump in the luminal
plasma membrane of kidney cells is characterized as a V-
type ATPase. By secreting protons, it plays an important
role in acidifying the tubular urine.

5
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1. Nat binds
2. Solute (M) binds

MA possible mechanism of secondary active

transport. A solute is moved against its con-
centration gradient by coupling it to Na™ moving down a favor-
able gradient. Binding of extracellular Na™ to the carrier protein
may increase the affinity of binding sites for solute, so that solute
also can bind to the carrier, even though its extracellular concen-

3. Translocation

Mitochondria have F-type ATPases located in the inner
mitochondrial membrane. This type of proton pump nor-
mally functions in reverse. Instead of using the energy
stored in ATP molecules to pump protons, its principal
function is to synthesize ATP by using the energy stored in
a gradient of protons. The proton gradient is generated by
the respiratory chain.

Secondary Active Transport. The net effect of ion
pumps is maintenance of the various environments needed
for the proper functioning of organelles, cells, and organs.
Metabolic energy is expended by the pumps to create and
maintain the differences in ion concentrations. Besides the
importance of local ion concentrations for cell function,
differences in concentrations represent stored energy. An
ion releases potential energy when it moves down an elec-
trochemical gradient, just as a body releases energy when
falling to a lower level. This energy can be used to perform
work. Cells have developed several carrier mechanisms to
transport one solute against its concentration gradient by
using the energy stored in the favorable gradient of an-
other solute. In mammals, most of these mechanisms use
sodium as the driver solute and use the energy of the
sodium gradient to carry out the “uphill” transport of an-
other important solute (Fig. 2.11). Because the sodium gra-

4. Nat released

5. Solute released

tration is low. A conformational change in the carrier protein may
expose the binding sites to the cytosol, where Na* readily dissoci-
ates because of the low intracellular Na™ concentration. The re-
lease of Na™ decreases the affinity of the carrier for solute and
forces the release of the solute inside the cell, where solute con-
centration is already high.
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dient is maintained by the action of the sodium-potassium
pump, the function of these transport systems also de-
pends on the function of the pump. Although they do not
directly use metabolic energy for transport, these systems
ultimately depend on the proper supply of metabolic en-
ergy to the sodium-potassium pump. They are called sec-
ondary active transport mechanisms. Disabling the pump
with metabolic inhibitors or pharmacological blockers
causes these transport systems to stop when the sodium
gradient has been dissipated.

Similar to passive carrier-mediated systems, secondary
active transport systems are integral membrane proteins;
they have specificity for the solute they transport and show
saturation kinetics and competitive inhibition. They differ,
however, in two respects. First, they cannot function in the
absence of the driver ion, the ion that moves along its elec-
trochemical gradient and supplies energy. Second, they
transport the solute against its own concentration or elec-
trochemical gradient. Functionally, the different secondary
active transport systems can be classified into two groups:
symport (cotransport) systems, in which the solute being
transported moves in the same direction as the sodium ion;
and antiport (exchange) systems, in which sodium moves
in one direction and the solute moves in the opposite di-
rection (Fig. 2.12).

Examples of symport mechanisms are the sodium-cou-
pled sugar transport system and the several sodium-coupled
amino acid transport systems found in the small intestine
and the renal tubule. The symport systems allow efficient
absorption of nutrients even when the nutrients are present
at very low concentrations. The Na™-glucose cotransporter

gE ¢
%

Secondary active transport systems. In a

symport system (top), the transported solute
(S) is moved in the same direction as the Na™ ion. In an antiport
system (bottom), the solute is moved in the opposite direction to
Na™. Large and small type indicate high and low concentrations,
respectively, of Na* ions and solute.

Symport

in the human intestine has been cloned and sequenced. It is
called sodium-dependent glucose transporter (SGLT). The
protein contains 664 amino acids, and the polypeptide
chain is thought to contain 14 membrane-spanning seg-
ments (Fig. 2.13). Another example of a symport system is
the family of sodium-coupled phosphate transporters
(termed NaPi, types [ and II) in the intestine and renal prox-
imal tubule. These transporters have 6 to 8 membrane-
spanning segments and contain 460 to 690 amino acids.
Sodium-coupled chloride transporters in the kidney are tar-
gets for inhibition by specific diuretics. The Na*-Cl~ co-
transporter in the distal tubule, known as NCC, is inhibited
by thiazide diuretics, and the Na™-K*-2CIl™ cotransporter
in the ascending limb of the loop of Henle, referred to as
NKCC, is inhibited by bumetanide.

The most important examples of antiporters are the
Na*/H" exchange and Na*/Ca?* exchange systems,
found mainly in the plasma membrane of many cells. The
first uses the sodium gradient to remove protons from the
cell, controlling the intracellular pH and counterbalancing
the production of protons in metabolic reactions. It is an
electroneutral system because there is no net movement of
charge. One Na™ enters the cell for each H* that leaves.
The second antiporter removes calcium from the cell and,
together with the different calcium pumps, helps maintain
a low cytosolic calcium concentration. It is an electrogenic
system because there is a net movement of charge. Three
Na™ enter the cell and one Ca®* leaves during each cycle.

The structures of the symport and antiport protein
transporters that have been characterized (see Fig. 2.13)
share a common property with ion channels (see Fig. 2.9)
and equilibrating carriers, namely the presence of multiple
membrane-spanning segments within the polypeptide
chain. This supports the concept that, regardless of the
mechanism, the membrane-spanning regions of a transport
protein form a hydrophilic pathway for rapid transport of
ions and solutes across the hydrophobic interior of the
membrane lipid bilayer.

The Movement of Solutes Across Epithelial Cell Layers.
Epithelial cells occur in layers or sheets that allow the di-
rectional movement of solutes not only across the plasma
membrane but also from one side of the cell layer to the
other. Such regulated movement is achieved because the
plasma membranes of epithelial cells have two distinct re-
gions with different morphology and different transport
systems. These regions are the apical membrane, facing the
lumen, and the basolateral membrane, facing the blood
supply (Fig. 2.14). The specialized or polarized organiza-
tion of the cells is maintained by the presence of tight junc-
tions at the areas of contact between adjacent cells. Tight
junctions prevent proteins on the apical membrane from
migrating to the basolateral membrane those on the baso-
lateral membrane from migrating to the apical membrane.
Thus, the entry and exit steps for solutes can be localized
to opposite sides of the cell. This is the key to transcellular
transport across epithelial cells.

An example is the absorption of glucose in the small in-
testine. Glucose enters the intestinal epithelial cells by ac-
tive transport using the electrogenic Na™-glucose cotrans-
porter system (SGLT) in the apical membrane. This
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mA model of the secondary structure of the

Na*-glucose cotransporter protein (SGLT)
in the human intestine. The polypeptide chain of 664 amino
acids passes back and forth across the membrane 14 times. Each
membrane-spanning segment consists of 21 amino acids arranged
in an a-helical conformation. Both the NH, and the COOH ends
are located on the extracellular side of the plasma membrane. In
the functional protein, it is likely that the membrane-spanning

Apical (luminal) side

. Tight junctions Amino L
Na™ Glucose Na* acid umen
SGLT
Cell
layer
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GLUT 2 |Glucose . Intercellular

K" Amino spaces  Blood
acid

Basolateral side

@The localization of transport systems to dif-
ferent regions of the plasma membrane in
epithelial cells of the small intestine. A polarized cell is pro-
duced, in which entry and exit of solutes, such as glucose, amino
acids, and Na™, occur at opposite sides of the cell. Active entry of
glucose and amino acids is restricted to the apical membrane and
exit requires equilibrating carriers located only in the basolateral
membrane. For example, glucose enters on SGLT and exits on
GLUT 2. Na™ that enters via the apical symporters is pumped out
by the Na*/K*-ATPase on the basolateral membrane. The result
is a net movement of solutes from the luminal side of the cell to
the basolateral side, ensuring efficient absorption of glucose,
amino acids, and Na* from the intestinal lumen.

segments are clustered together to provide a hydrophilic pathway
across the plasma membrane. The N-terminal portion of the pro-
tein, including helices 1 to 9, is required to couple Na™ binding to
glucose transport. The five helices (10 to 14) at the C-terminus
may form the transport pathway for glucose. (Modified from
Panayotova-Heiermann M, Eskandari S, Turk E, et al. Five trans-
membrane helices form the sugar pathway through the Na™*-glu-
cose cotransporter. ] Biol Chem 1997,272:20324-20327.)

increases the intracellular glucose concentration above the
blood glucose concentration, and the glucose molecules
move passively out of the cell and into the blood via an
equilibrating carrier mechanism (GLUT 2) in the basolat-
eral membrane (see Fig. 2.14). The intestinal GLUT 2, like
the erythrocyte GLUT 1, is a sodium-independent trans-
porter that moves glucose down its concentration gradient.
Unlike GLUT 1, the GLUT 2 transporter can accept other
sugars, such as galactose and fructose, that are also ab-
sorbed in the intestine. The sodium ions that enter the cell
with the glucose molecules on SGLT are pumped out by
the Na™/K™-ATPase that is located in the basolateral mem-
brane only. The polarized organization of the epithelial
cells and the integrated functions of the plasma membrane
transporters form the basis by which cells accomplish trans-
cellular movement of both glucose and sodium ions.

THE MOVEMENT OF WATER ACROSS
THE PLASMA MEMBRANE

Since the lipid part of the plasma membrane is very hy-
drophobic, the movement of water across it is too slow to
explain the speed at which water can move in and out of the
cells. The partition coefficient of water into lipids is very
low; therefore, the permeability of the lipid bilayer for wa-
ter is also very low. Specific membrane proteins that func-
tion as water channels explain the rapid movement of wa-
ter across the plasma membrane. These water channels are
small (molecular weight about 30 kDa) integral membrane
proteins known as aquaporins. Ten different forms have
been discovered so far in mammals. At least six forms are
expressed in cells in the kidney and seven forms in the gas-
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trointestinal tract, tissues where water movement across
plasma membranes is particularly rapid.

In the kidney, aquaporin-2 (AQP2) is abundant in the
collecting duct and is the target of the hormone arginine
vasopressin, also known as antidiuretic hormone. This hor-
mone increases water transport in the collecting duct by
stimulating the insertion of AQP2 proteins into the apical
plasma membrane. Several studies have shown that AQP2
has a critical role in inherited and acquired disorders of wa-
ter reabsorption by the kidney. For example, diabetes in-
sipidus is a condition in which the kidney loses its ability
to reabsorb water properly, resulting in excessive loss of
water and excretion of a large volume of very dilute urine
(polyuria). Although inherited forms of diabetes insipidus
are relatively rare, it can develop in patients receiving
chronic lithium therapy for psychiatric disorders, giving
rise to the term lithium-induced polyuria. Both of these
conditions are associated with a decrease in the number of
AQP2 proteins in the collecting ducts of the kidney.

The Movement of Water Across the
Plasma Membrane Is Driven by
Differences in Osmotic Pressure

The spontaneous movement of water across a membrane
driven by a gradient of water concentration is the process
known as osmosis. The water moves from an area of high
concentration of water to an area of low concentration.
Since concentration is defined by the number of particles
per unit of volume, a solution with a high concentration of
solutes has a low concentration of water, and vice versa.
Osmosis can, therefore, be viewed as the movement of wa-
ter from a solution of high water concentration (low con-
centration of solute) toward a solution with a lower con-
centration of water (high solute concentration). Osmosis is
a passive transport mechanism that tends to equalize the to-
tal solute concentrations of the solutions on both sides of
every membrane.

If a cell that is normally in osmotic equilibrium is trans-
ferred to a more dilute solution, water will enter the cell,
the cell volume will increase, and the solute concentration
of the cytoplasm will be reduced. If the cell is transferred to
a more concentrated solution, water will leave the cell, the
cell volume will decrease, and the solute concentration of
the cytoplasm will increase. As we will see below, many
cells have regulatory mechanisms that keep cell volume
within a certain range. Other cells, such as mammalian ery-
throcytes, do not have volume regulatory mechanisms and
large volume changes occur when the solute concentration
of the extracellular fluid is changed.

The driving force for the movement of water across the
plasma membrane is the difference in water concentration
between the two sides of the membrane. For historical rea-
sons, this driving force is not called the chemical gradient
of water but the difference in osmotic pressure. The os-
motic pressure of a solution is defined as the pressure nec-
essary to stop the net movement of water across a selec-
tively permeable membrane that separates the solution
from pure water. When a membrane separates two solu-
tions of different osmotic pressure, water will move from
the solution with low osmotic pressure (high water con-

centration) to the solution of high osmotic pressure (low
water concentration). In this context, the term selectively per-
meable means that the membrane is permeable to water but
not solutes. In reality, most biological membranes contain
membrane transport proteins that permit solute movement.

The osmotic pressure of a solution depends on the num-
ber of particles dissolved in it, the total concentration of all
solutes. Many solutes, such as salts, acids, and bases, disso-
ciate in water, so the number of particles is greater than the
molar concentration. For example, NaCl dissociates in wa-
ter to give Na™ and Cl ™, so one molecule of NaCl will pro-
duce two osmotically active particles. In the case of CaCl,,
there are three particles per molecule. The equation giving
the osmotic pressure of a solution is:

m=nRTC (3)

where 7 is the osmotic pressure of the solution, n is the
number of particles produced by the dissociation of one
molecule of solute (2 for NaCl, 3 for CaCl,), R is the uni-
versal gas constant (0.0821 L-atm/mol-K), T is the absolute
temperature, and C is the concentration of the solute in
mol/L. Osmotic pressure can be expressed in atmospheres
(atm). Solutions with the same osmotic pressure are called
isosmotic. A solution is hyperosmotic with respect to an-
other solution if it has a higher osmotic pressure and hy-
poosmotic if it has a lower osmotic pressure.

Equation 3, called the van't Hoff equation, is valid only
when applied to very dilute solutions, in which the particles
of solutes are so far away from each other that no interac-
tions occur between them. Generally, this is not the case at
physiological concentrations. Interactions between dis-
solved particles, mainly between ions, cause the solution to
behave as if the concentration of particles is less than the
theoretical value (nC). A correction coefficient, called the
osmotic coefficient (¢) of the solute, needs to be intro-
duced in the equation. Therefore, the osmotic pressure of a
solution can be written more accurately as:

m=nRTd¢C (4)

The osmotic coefficient varies with the specific solute
and its concentration. It has values between 0 and 1. For ex-
ample, the osmotic coefficient of NaCl is 1.00 in an infi-
nitely dilute solution but changes to 0.93 at the physiolog-
ical concentration of 0.15 mol/L.

At any given T, since R is constant, equation 4 shows
that the osmotic pressure of a solution is directly propor-
tional to the term ndC. This term is known as the osmolal-
ity or osmotic concentration of a solution and is expressed
in osm/kg H,O. Most physiological solutions, such as
blood plasma, contain many different solutes, and each
contributes to the total osmolality of the solution. The os-
molality of a solution containing a complex mixture of
solutes is usually measured by freezing point depression.
The freezing point of an aqueous solution of solutes is
lower than that of pure water and depends on the total
number of solute particles. Compared with pure water,
which freezes at 0°C, a solution with an osmolality of 1
osm/kg H,O will freeze at —1.86°C. The ease with which
osmolality can be measured has led to the wide use of this
parameter for comparing the osmotic pressure of different
solutions. The osmotic pressures of physiological solutions
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are not trivial. Consider blood plasma, for example, which
usually has an osmolality of 0.28 osm/kg H,O, determined
by freezing point depression. Equation 4 shows that the os-
motic pressure of plasma at 37°C is 7.1 atm, about 7 times
greater than atmospheric pressure.

Many Cells Can Regulate Their Volume

Cell volume changes can occur in response to changes in
the osmolality of extracellular fluid in both normal and
pathophysiological situations. Accumulation of solutes also
can produce volume changes by increasing the intracellular
osmolality. Many cells can correct these volume changes.
Volume regulation is particularly important in the
brain, for example, where cell swelling can have serious

consequences because expansion is strictly limited by the
rigid skull.

Osmolality and Tonicity. A solution’s osmolality is de-
termined by the total concentration of all the solutes pres-
ent. In contrast, the solution’s tonicity is determined by
the concentrations of only those solutes that do not enter
("penetrate”) the cell. Tonicity determines cell volume, as
illustrated in the following examples. Na™ behaves as a
nonpenetrating solute because it is pumped out of cells by
the Na™/K*-ATPase at the same rate that it enters. A so-
lution of NaCl at 0.2 osm/kg H,O is hypoosmotic com-
pared to cell cytosol at 0.3 osm/kg H,O. The NaCl solu-
tion is also hypotonic because cells will accumulate water
and swell when placed in this solution. A solution con-
taining a mixture of NaCl (0.3 osm/kg H,O) and urea (0.1
osm/kg H,O) has a total osmolality of 0.4 osm/kg H,O
and will be hyperosmotic compared to cell cytosol. The
solution is isotonic, however, because it produces no per-
manent change in cell volume. The reason is that cells
shrink initially as a result of loss of water but urea is a pen-
etrating solute that rapidly enters the cells. Urea entry in-
creases the intracellular osmolality so water also enters
and increases the volume. Entry of water ceases when the
urea concentration is the same inside and outside the
cells. At this point, the total osmolality both inside and
outside the cells will be 0.4 osm/kg H,O and the cell vol-
ume will be restored to normal.

Volume Regulation.  When cell volume increases because
of extracellular hypotonicity, the response of many cells is
rapid activation of transport mechanisms that tend to de-
crease the cell volume (Fig. 2.15A). Different cells use dif-
ferent regulatory volume decrease (RVD) mechanisms to
move solutes out of the cell and decrease the number of
particles in the cytosol, causing water to leave the cell.
Since cells have high intracellular concentrations of potas-
sium, many RVD mechanisms involve an increased efflux of
K™, either by stimulating the opening of potassium chan-
nels or by activating symport mechanisms for KCI. Other
cells activate the efflux of some amino acids, such as taurine
or proline. The net result is a decrease in intracellular solute
content and a reduction of cell volume close to its original
value (see Fig. 2.15A).

When placed in a hypertonic solution, cells rapidly lose
water and their volume decreases. In many cells, a de-
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@The effect of tonicity changes on cell vol-
ume. Cell volume changes when a cell is
placed in either a hypotonic or a hypertonic solution. A, In a hy-
potonic solution, the reversal of the initial increase in cell volume
is known as a regulatory volume decrease. Transport systems for
solute exit are activated, and water follows movement of solute
out of the cell. B, In a hypertonic solution, the reversal of the ini-
tial decrease in cell volume is a regulatory volume increase. Trans-
port systems for solute entry are activated, and water follows
solute into the cell.

creased volume triggers regulatory volume increase (RVI)
mechanisms, which increase the number of intracellular
particles, bringing water back into the cells. Because Na* is
the main extracellular ion, many RVI mechanisms involve
an influx of sodium into the cell. Na™-Cl~ symport, Na*-
K*-2CI™ symport, and Na*/H™ antiport are some of the
mechanisms activated to increase the intracellular concen-
tration of Na™ and increase the cell volume toward its orig-
inal value (Fig. 2.15B).

Mechanisms based on an increased Na™ influx are effec-
tive for only a short time because, eventually, the sodium
pump will increase its activity and reduce intracellular Na™



CHAPTER 2 The Plasma Membrane, Membrane Transport, and the Resting Membrane Potential 33

to its normal value. Cells that regularly encounter hyper-
tonic extracellular fluids have developed additional mecha-
nisms for maintaining normal volume. These cells can syn-
thesize specific organic solutes, enabling them to increase
intracellular osmolality for a long time and avoiding alter-
ing the concentrations of ions they must maintain within a
narrow range of values. The organic solutes are usually
small molecules that do not interfere with normal cell func-
tion when they accumulate inside the cell. For example,
cells of the medulla of the mammalian kidney can increase
the level of the enzyme aldose reductase when subjected to
elevated extracellular osmolality. This enzyme converts
glucose to an osmotically active solute, sorbitol. Brain cells
can synthesize and store inositol. Synthesis of sorbitol and
inositol represents different answers to the problem of in-
creasing the total intracellular osmolality, allowing normal
cell volume to be maintained in the presence of hypertonic
extracellular fluid.

Oral Rehydration Therapy

Oral administration of rehydration solutions has dramati-
cally reduced the mortality resulting from cholera and
other diseases that involve excessive losses of water and
solutes from the gastrointestinal tract. The main ingredi-
ents of rehydration solutions are glucose, NaCl, and water.
The glucose and Na™ ions are reabsorbed by SGLT and
other transporters in the epithelial cells lining the lumen of
the small intestine (see Fig. 2.14). Deposition of these
solutes on the basolateral side of the epithelial cells in-
creases the osmolality in that region compared with the in-
testinal lumen and drives the osmotic absorption of water.
Absorption of glucose increases the absorption of NaCl
and water and helps to compensate for excessive diarrheal
losses of salt and water.

THE RESTING MEMBRANE POTENTIAL

The different passive and active transport systems are coor-
dinated in a living cell to maintain intracellular ions and
other solutes at concentrations compatible with life. Con-
sequently, the cell does not equilibrate with the extracellu-
lar fluid, but rather exists in a steady state with the extra-
cellular solution. For example, intracellular Na™
concentration (10 mmol/L in a muscle cell) is much lower
than extracellular Na* concentration (140 mmol/L), so
Na™ enters the cell by passive transport through nongated
Na™ channels. The rate of Na™ entry is matched, however,
by the rate of active transport of Na™ out of the cell via the
sodium-potassium pump (Fig. 2.16). The net result is that
intracellular Na* is maintained constant and at a low level,
even though Na™ continually enters and leaves the cell.
The reverse is true for K¥, which is maintained at a high
concentration inside the cell relative to the outside. The
passive exit of K through nongated K" channels is
matched by active entry via the pump (see Fig. 2.16). Main-
tenance of this steady state with ion concentrations inside
the cell different from those outside the cell is the basis for
the difference in electrical potential across the plasma
membrane or the resting membrane potential.

Passive exit K*
via nongated
channel

Active transport by
Na*/K*-ATPase

2K*

Passive entry +
via nongated Na
channel

@The concept of a steady state. Na* enters a
cell through nongated Na™ channels, moving
passively down the electrochemical gradient. The rate of Na* en-
try is matched by the rate of active transport of Na* out of the
cell via the Na™/K*-ATPase. The intracellular concentration of
Na™ remains low and constant. Similarly, the rate of passive K™
exit through nongated K* channels is matched by the rate of ac-
tive transport of K* into the cell via the pump. The intracellular
K™ concentration remains high and constant. During each cycle
of the ATPase, two K* are exchanged for three Na™ and one
molecule of ATP is hydrolyzed to ADP. Large type and small
type indicate high and low ion concentrations, respectively.

lon Movement Is Driven by the
Electrochemical Potential

If there are no differences in temperature or hydrostatic
pressure between the two sides of a plasma membrane, two
forces drive the movement of ions and other solutes across
the membrane. One force results from the difference in the
concentration of a substance between the inside and the
outside of the cell and the tendency of every substance to
move from areas of high concentration to areas of low con-
centration. The other force results from the difference in
electrical potential between the two sides of the membrane,
and it applies only to ions and other electrically charged
solutes. When a difference in electrical potential exists,
positive ions tend to move toward the negative side, while
negative ions tend to move toward the positive side.

The sum of these two driving forces is called the gradi-
ent (or difference) of electrochemical potential across the
membrane for a specific solute. [t measures the tendency of
that solute to cross the membrane. The expression of this
force is given by:

Aw =RT In % + zF (E; — E,) (5)

(e]

where . represents the electrochemical potential (Aw is
the difference in electrochemical potential between two
sides of the membrane); C; and C, are the concentrations
of the solute inside and outside the cell, respectively; E; is
the electrical potential inside the cell measured with re-
spect to the electrical potential outside the cell (E,); R is the
universal gas constant (2 cal/mol-K); T is the absolute tem-
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perature (K); z is the valence of the ion; and F is the Fara-
day constant (23 cal/mV-mol). By inserting these units in
equation 5 and simplifying, the electrochemical potential
will be expressed in cal/mol, which are units of energy. If
the solute is not an ion and has no electrical charge, then z
= 0 and the last term of the equation becomes zero. In this
case, the electrochemical potential is defined only by the
different concentrations of the uncharged solute, called the
chemical potential. The driving force for solute transport
becomes solely the difference in chemical potential.

Net lon Movement Is Zero
at the Equilibrium Potential

Net movement of an ion into or out of a cell continues as long
as the driving force exists. Net movement stops and equilib-
rium is reached only when the driving force of electrochemi-
cal potential across the membrane becomes zero. The condi-
tion of equilibrium for any permeable ion will be A = 0.
Substituting this condition into equation 5, we obtain:

0 =RT In i + zF (E, — E,)

Co
_ kT, G
E.—E, = T In C. (6)
_rT, G
E.— E, o In C,

Equation 6, known as the Nernst equation, gives the
value of the electrical potential difference (E; — E,) neces-
sary for a specific ion to be at equilibrium. This value is
known as the Nernst equilibrium potential for that partic-
ular ion and it is expressed in millivolts (mV), units of volt-
age. At the equilibrium potential, the tendency of an ion to
move in one direction because of the difference in concen-
trations is exactly balanced by the tendency to move in the
opposite direction because of the difference in electrical
potential. At this point, the ion will be in equilibrium and
there will be no net movement. By converting to log;o and
assuming a physiological temperature of 37°C and a value
of +1 forz (forNa* or K), the Nernst equation can be ex-
pressed as:

G
E — E, = 61 ]OgIO? (7)

Since Na™ and K* (and other ions) are present at differ-
ent concentrations inside and outside a cell, it follows from
equation 7 that the equilibrium potential will be different
for each ion.

The Resting Membrane Potential Is Determined
by the Passive Movement of Several lons

The resting membrane potential is the electrical potential
difference across the plasma membrane of a normal living
cell in its unstimulated state. It can be measured directly by
the insertion of a microelectrode into the cell with a refer-
ence electrode in the extracellular fluid. The resting mem-
brane potential is determined by those ions that can cross
the membrane and are prevented from attaining equilib-
rium by active transport systems. Potassium, sodium, and

chloride ions can cross the membranes of every living cell,
and each of these ions contributes to the resting membrane
potential. By contrast, the permeability of the membrane of
most cells to divalent ions is so low that it can be ignored
in this context.

The Goldman equation gives the value of the mem-
brane potential (in mV) when all the permeable ions are ac-
counted for:

RT . Px[K"]s + Pna[Na™], + Po[ClT;
Ei—Eo = In P K] + Paa[Na' ], + PCl I, (8

where Py, Pna, and Pcy represent the permeability of the
membrane to potassium, sodium, and chloride ions, re-
spectively; and brackets indicate the concentration of the
ion inside (i) and outside (o) the cell. If a certain cell is
not permeable to one of these ions, the contribution of
the impermeable ion to the membrane potential will be
zero. If a specific cell is permeable to an ion other than
the three considered in equation 8, that ion's contribu-
tion to the membrane potential must be included in the
equation.

[t can be seen from equation 8 that the contribution of
any ion to the membrane potential is determined by the
membrane’s permeability to that particular ion. The higher
the permeability of the membrane to one ion relative to the
others, the more that ion will contribute to the membrane
potential. The plasma membranes of most living cells are
much more permeable to potassium ions than to any other
ion. Making the assumption that Py, and P are zero rela-
tive to Pk, equation 8 can be simplified to:

_RT, PxIK™)
Ei - EO - T ln m ( )
9
E g - KO I
i o F [K+],

which is the Nernst equation for the equilibrium potential

for K* (see equation 6). This illustrates two important

points:

e In most cells, the resting membrane potential is close to
the equilibrium potential for K*.

e The resting membrane potential of most cells is domi-
nated by K™ because the plasma membrane is more per-
meable to this ion compared to the others.

As a typical example, the K* concentrations outside and
inside a muscle cell are 3.5 mmol/L and 155 mmol/L, re-
spectively. Substituting these values in equation 7 gives an
equilibrium potential for K™ of —100 mV, negative inside
the cell relative to the outside. The resting membrane po-
tential in a muscle cell is —90 mV (negative inside). This
value is close to, although not the same as, the equilibrium
potential for K*.

The reason the resting membrane potential in the mus-
cle cell is less negative than the equilibrium potential for
K™ is as follows. Under physiological conditions, there is
passive entry of Na* ions. This entry of positively charged
ions has a small but significant effect on the negative po-
tential inside the cell. Assuming intracellular Na* to be 10
mmol/L and extracellular Na* to be 140 mmol/L, the
Nernst equation gives a value of +70 mV for the Na™ equi-
librium potential (positive inside the cell). This is far from
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the resting membrane potential of —90 mV. Na™ makes
only a small contribution to the resting membrane poten-
tial because membrane permeability to Na® is very low
compared to that of K*.

The contribution of CI™ ions need not be considered
because the resting membrane potential in the muscle cell
is the same as the equilibrium potential for CI™. Therefore,
there is no net movement of chloride ions.

In most cells, as shown above using a muscle cell as an
example, the equilibrium potentials of K* and Na* are dif-
ferent from the resting membrane potential, which indi-
cates that neither K™ ions nor Na™ ions are at equilibrium.

Consequently, these ions continue to cross the plasma
membrane via specific nongated channels, and these pas-
sive ion movements are directly responsible for the resting
membrane potential.

The Na®/K"-ATPase is important indirectly for main-
taining the resting membrane potential because it sets up
the gradients of K* and Na™ that drive passive K™ exit and
Na™ entry. During each cycle of the pump, two K™ ions are
moved into the cell in exchange for three Na*, which are
moved out (see Fig. 2.16). Because of the unequal exchange
mechanism, the pump's activity contributes slightly to the
negative potential inside the cell.

REVIEW QUESTIONS

DIRECTIONS: Each of the numbered (
items or incomplete statements in this (C) Fick's law
section is followed by answers or by (
completions of the statement. Select the

BEST in each case.

(A) Sodium
1. Which one of the following is a (B) Potassium
common property of all phospholipid (C) Calcium
molecules? (D) Chloride

(A) Hydrophilic (E) Phosphate

(B) Steroid structure 6. Solute movement by active transport
can be distinguished from solute
transport by equilibrating carrier-
mediated transport because active

(C) Water-soluble
(D) Amphipathic
(E) Hydrophobic

2. Select the true statement about
membrane phospholipids.
(A) A phospholipid contains
cholesterol
(B) Phospholipids move rapidly in the
plane of the bilayer
(C) Specific phospholipids are always
present in equal proportions in the two
halves of the bilayer
(D) Phospholipids form ion channels
through the membrane
(E) Na*-glucose symport is mediated
by phospholipids

3. Several segments of the polypeptide
chain of integral membrane proteins
usually span the lipid bilayer. These
segments frequently
(A) Adopt an a-helical configuration
(B) Contain many hydrophilic amino

transport

concentration

solute

molecules

proteins

(C) Form covalent bonds with

(D) Contain unusually strong peptide
bonds
(E) Form covalent bonds with
phospholipids

4. The electrical potential difference
necessary for a single ion to be at

(A) Goldman equation

B) van't Hoff equation

D) Nernst equation

(E) Permeability coefficient
ONE lettered answer or completion thatis | 5. The ion present in highest
concentration inside most cells is

(A) Is saturable at high solute

(B) Is inhibited by other molecules
with structures similar to that of the

(C) Moves the solute against its
electrochemical gradient
(D) Allows movement of polar

(E) Is mediated by specific membrane

7. A sodium channel that opens in
response to an increase in intracellular
cyclic GMP is an example of
(A) A ligand-gated ion channel
(B) An ion pump
(C) Sodium-coupled solute transport

acids (D) A peripheral membrane protein

(E) Receptor-mediated endocytosis

cholesterol 8. During regulatory volume decrease,

many cells will increase

(A) Their volume

(B) Influx of Na™

(C) Efflux of K*

(D) Synthesis of sorbitol

(E) Influx of water

equilibrium across a membrane is best 9. At equilibrium the concentrations of

described by the Cl™ inside and outside a cell are 8

mmol/L and 120 mmol/L, respectively.

The equilibrium potential for Cl™ at

37°C is calculated to be

(A) +4.07 mV

(B) —4.07 mV

(C) +71.7mV

(D) =71.7 mV

(E) +91.5 mV

(F) -91.5 mV
10. What is the osmotic pressure (in atm)

of an aqueous solution of 100 mmol/L

CaCl, at 27 °C? (Assume the osmotic

coefficient is 0.86 and the gas constant

is 0.0821 L-atm/mol-K).

(A) 738 atm

(B) 635 atm
(C) 211 atm
(D) 7.38 atm
(E) 6.35 atm
(F)2.11 atm
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CHAPTER OUTLINE

m PASSIVE MEMBRANE PROPERTIES, THE ACTION
POTENTIAL, AND ELECTRICAL SIGNALING BY
NEURONS

m SYNAPTIC TRANSMISSION

KEY CONCEPTS

® NEUROCHEMICAL TRANSMISSION
m THE MAINTENANCE OF NERVE CELL FUNCTION

1. Nongated ion channels establish the resting membrane
potential of neurons; voltage-gated ion channels are re-
sponsible for the action potential and the release of neuro-
transmitter.

2. Ligand-gated ion channels cause membrane depolariza-
tion or hyperpolarization in response to neurotransmit-
ter.

3. Nongated ion channels are distributed throughout the neu-
ronal membrane; voltage-gated channels are largely re-
stricted to the axon and its terminals, while ligand-gated
channels predominate on the cell body (soma) and den-
dritic membrane.

4. Membrane conductance and capacitance affect ion flow in
neurons.

5. An action potential is a transient change in membrane po-
tential characterized by a rapid depolarization followed by
a repolarization; the depolarization phase is due to a rapid
activation of voltage-gated sodium channels and the repo-
larization phase to an inactivation of the sodium channels
and the delayed activation of voltage-gated potassium
channels.

6. Initiation of an action potential occurs when an axon
hillock is depolarized to a threshold for rapid activation of a
large number of voltage-gated sodium channels.

he nervous system coordinates the activities of many
other organ systems. It activates muscles for move-
ment, controls the secretion of hormones from glands, reg-
ulates the rate and depth of breathing, and is involved in
modulating and regulating a multitude of other physiolog-
ical processes. To perform these functions, the nervous sys-

7. Propagation of an action potential depends on local cur-
rent flow derived from the inward sodium current depolar-
izing adjacent regions of an axon to threshold.

8. Conduction velocity depends on the size of an axon and
the thickness of its myelin sheath, if present.

9. Following an action potential in one region of an axon, that
region is temporarily refractory to the generation of an-
other action potential because of the inactivation of the
voltage-gated sodium channels.

10. When an action potential invades the nerve terminal, volt-
age-gated calcium channels open, allowing calcium to en-
ter the terminal and start a cascade of events leading to the
release of neurotransmitter.

11. Synaptic transmission involves a relatively small number
of neurotransmitters that activate specific receptors on
their postsynaptic target cells.

12. Most neurotransmitters are stored in synaptic vesicles and
released upon nerve stimulation by a process of calcium-
mediated exocytosis; once released, the neurotransmitter
binds to and stimulates its receptors briefly before being
rapidly removed from the synapse.

13. Metabolic maintenance of neurons requires specialized
functions to match their specialized morphology and com-
plex interconnections.

tem relies on neurons, which are designed for the rapid
transmission of information from one cell to another by
conducting electrical impulses and secreting chemical neu-
rotransmitters. The electrical impulses propagate along the
length of nerve fiber processes to their terminals, where
they initiate a series of events that cause the release of

37



38 PART | CELLULAR PHYSIOLOGY

chemical neurotransmitters. The release of neurotransmit-
ters occurs at sites of synaptic contact between two nerve
cells. Released neurotransmitters bind with their receptors
on the postsynaptic cell membrane. The activation of these
receptors either excites or inhibits the postsynaptic neuron.

The propagation of action potentials, the release of neu-
rotransmitters, and the activation of receptors constitute the
means whereby nerve cells communicate and transmit in-
formation to one another and to nonneuronal tissues. In this
chapter, we examine the specialized membrane properties
of nerve cells that endow them with the ability to produce
action potentials, explore the basic mechanisms of synaptic
transmission, and discuss aspects of neuronal structure nec-
essary for the maintenance of nerve cell function.

PASSIVE MEMBRANE PROPERTIES, THE
ACTION POTENTIAL, AND ELECTRICAL
SIGNALING BY NEURONS

Neurons communicate by a combination of electrical and
chemical signaling. Generally, information is integrated and
transmitted along the processes of a single neuron electri-
cally and then transmitted to a target cell chemically. The
chemical signal then initiates an electrical change in the tar-
get cell. Electrical signals that depend on the passive prop-
erties of the neuronal cell membrane spread electrotonically
over short distances. These potentials are initiated by local
current flow and decay with distance from their site of initi-
ation. Alternatively, an action potential is an electrical sig-
nal that propagates over a long distance without a change in
amplitude. Action potentials depend on a regenerative wave
of channel openings and closings in the membrane.

Special Anatomic Features of Neurons Adapt
Them for Communicating Information

The shape of a nerve cell is highly specialized for the re-
ception and transmission of information. One region of the
neuron is designed to receive and process incoming infor-
mation; another is designed to conduct and transmit infor-
mation to other cells. The type of information that is
processed and transmitted by a neuron depends on its loca-
tion in the nervous system. For example, nerve cells associ-
ated with visual pathways convey information about the ex-
ternal environment, such as light and dark, to the brain;
neurons associated with motor pathways convey informa-
tion to control the contraction and relaxation of muscles
for walking. Regardless of the type of information trans-
mitted by neurons, they transduce and transmit this infor-
mation via similar mechanisms. The mechanisms depend
mostly on the specialized structures of the neuron and the
electrical properties of their membranes.

Emerging from the soma (cell body) of a neuron are
processes called dendrites and axons (Fig. 3.1). Many neu-
rons in the central nervous system (CNS) also have knob-
like structures called dendritic spines that extend from the
dendrites. The dendritic spines, dendrites, and soma re-
ceive information from other nerve cells. The axon con-
ducts and transmits information and may also receive infor-
mation. Some axons are coated with myelin, a lipid

structure formed by glial cells (oligodendrocytes in the
CNS or Schwann cells in the peripheral nervous system,
the PNS). Regular intermittent gaps in the myelin sheath
are called nodes of Ranvier. The speed with which an axon
conducts information is directly proportional to the size of
the axon and the thickness of the myelin sheath. The end
of the axon, the axon terminal, contains small vesicles
packed with neurotransmitter molecules. The site of con-
tact between a neuron and its target cell is called a synapse.
Synapses are classified according to their site of contact as
axospinous, axodendritic, axosomatic, or axoaxonic (Fig.
3.2). When a neuron is activated, an action potential is gen-
erated in the axon hillock (or initial segment) and con-
ducted along the axon. The action potential causes the re-
lease of a neurotransmitter from the terminal. These
neurotransmitter molecules bind to receptors located on
target cells.

The binding of a neurotransmitter to its receptor typi-
cally causes a flow of ions across the membrane of the post-
synaptic cell. This temporary redistribution of ionic charge
can lead to the generation of an action potential, which it-
self is mediated by the flow of specific ions across the mem-
brane. These electrical charges, critical for the transmission
of information, are the result of ions moving through ion
channels in the plasma membrane (see Chapter 2).

Channels Allow lons to Flow Through
the Nerve Cell Membrane

lons can flow across the nerve cell membrane through three
types of ion channels: nongated (leakage), ligand-gated,
and voltage-gated (Fig. 3.3). Nongated ion channels are al-
ways open. They are responsible for the influx of Na* and
efflux of K* when the neuron is in its resting state. Ligand-
gated ion channels are directly or indirectly activated by
chemical neurotransmitters binding to membrane recep-
tors. In this type of channel, the receptor itself forms part
of the ion channel or may be coupled to the channel via a
G protein and a second messenger. When chemical trans-
mitters bind to their receptors, the associated ion channels
can either open or close to permit or block the movement
of specific ions across the cell membrane. Voltage-gated
ion channels are sensitive to the voltage difference across
the membrane. In their initial resting state, these channels
are typically closed; they open when a critical voltage level
is reached.

Each type of ion channel has a unique distribution on the
nerve cell membrane. Nongated ion channels, important for
the establishment of the resting membrane potential, are
found throughout the neuron. Ligand-gated channels, lo-
cated at sites of synaptic contact, are found predominantly
on dendritic spines, dendrites, and somata. Voltage-gated
channels, required for the initiation and propagation of ac-
tion potentials or for neurotransmitter release, are found
predominantly on axons and axon terminals.

In the unstimulated state, nerve cells exhibit a resting
membrane potential that is approximately -60 mV relative
to the extracellular fluid. The resting membrane potential
reflects a steady state that can be described by the Goldman
equation (see Chapter 2). One should remember that the
extracellular concentration of Na* is much greater than the
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@The structure of a neuron. A, A light micro-
graph. B, The structural components and a

synapse.

intracellular concentration of Na™, while the opposite is
true for K*. Moreover, the permeability of the membrane to
potassium (Pg) is much greater than the permeability to
sodium (Pna.) because there are many more leakage (non-
gated) channels in the membrane for K* than in the mem-
brane for Na™; therefore, the resting membrane potential is
much closer to the equilibrium potential for potassium (Ek)
than it is for sodium (see Chapter 2). Typical values for equi-
librium potentials in neurons are +70 mV for sodium and
—100 mV for potassium. Because sodium is far from its equi-
librium potential, there is a large driving force on sodium, so
sodium ions move readily whenever a voltage-gated or lig-
and-gated sodium channel opens in the membrane.

Electrical Properties of the Neuronal Membrane
Affect lon Flow

The electrical properties of the neuronal membrane play
important roles in the flow of ions through the membrane,
the initiation and conduction of action potentials along the
axon, and the integration of incoming information at the
dendrites and the soma. These properties include mem-
brane conductance and capacitance.

The movement of ions across the nerve membrane is
driven by ionic concentration and electrical gradients (see
Chapter 2). The ease with which ions flow across the mem-
brane through their channels is a measure of the membrane's
conductance; the greater the conductance, the greater the
flow of ions. Conductance is the inverse of resistance, which
is measured in ohms. The conductance (g) of a membrane or
single channel is measured in siemens. For an individual ion
channel and a given ionic solution, the conductance is a con-
stant value, determined in part by such factors as the relative
size of the ion with respect to that of the channel and the
charge distribution within the channel. Ohm's law describes
the relationship between a single channel conductance, ionic
current, and the membrane potential:

Iion = gion(Em - Eion)
or

8ion — Iion/(Em - Einn) (1)
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where I, is the ion current flow, E,, is the membrane po-
tential, E;,,, is the equilibrium (Nernst) potential for a spec-
ified ion, and g;o, is the channel conductance for an ion.
Notice that if E,,, = E,,,, there is no net movement of the
ion and l;,, = 0. The conductance for a nerve membrane is
the summation of all of its single channel conductances.
Another electrical property of the nerve membrane that
influences the movement of ions is capacitance, the mem-
brane's ability to store an electrical charge. A capacitor con-
sists of two conductors separated by an insulator. Positive
charge accumulates on one of the conductive plates while
negative charge accumulates on the other plate. The bio-
logical capacitor is the lipid bilayer of the plasma mem-
brane, which separates two conductive regions, the extra-
cellular and intracellular fluids. Positive charge accumulates
on the extracellular side while negative charge accumulates
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@Types of synapses. The dendritic and somatic
areas of the neuron, where most synapses oc-
cur, integrate incoming information. Synapses can also occur on

the axon, which conducts information in the form of electrical
impulses.

on the intracellular side. Membrane capacitance is meas-
ured in units of farads (F).

One factor that contributes to the amount of charge a
membrane can store is its surface area; the greater the sur-
face area, the greater the storage capacity. Large-diameter
dendrites can store more charge than small-diameter den-
drites of the same length. The speed with which the charge
accumulates when a current is applied depends on the re-
sistance of the circuit. Charge is delivered more rapidly
when resistance is low. The time required for the mem-
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@The three types of ion channels. A, The
nongated channel remains open, permitting the
free movement of ions across the membrane. B, The ligand-gated
channel remains closed (or open) until the binding of a neuro-

transmitter. C, The voltage-gated channel remains closed until
there is a change in membrane potential.
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brane potential to change after a stimulus is applied is called
the time constant or T, and its relationship to capacitance
(C) and resistance (R) is defined by the following equation:

7 =RC (2)

In the absence of an action potential, a stimulus applied
to the neuronal membrane results in a local potential
change that decreases with distance away from the point of
stimulation. The voltage change at any point is a function
of current and resistance as defined by Ohm's law. If a lig-
and-gated channel opens briefly and allows positive ions to
enter the neuron, the electrical potential derived from that
current will be greatest near the channels that opened, and
the voltage change will steadily decline with increasing dis-
tance away from that point. The reason for the decline in
voltage change with distance is that some of the ions back-
leak out of the membrane because it is not a perfect insula-
tor, and less charge reaches more distant sites. Since mem-
brane resistance is a stable property of the membrane, the
diminished current with distance away from the source re-
sults in a diminished voltage change. The distance at which
the initial transmembrane voltage change has fallen to 37%
of its peak value is defined as the space constant or A. The
value of the space constant depends on the internal axo-
plasmic resistance (R,) and on the transmembrane resist-
ance (R,,) as defined by the following equation:

N = VR, /R, (3)

R,, is usually measured in ohm-cm and R, in ohm/cm. R,
decreases with increasing diameter of the axon or dendrite;
thus, more current will flow farther along inside the cell, and
the space constant is larger. Similarly, if R, increases, less
current leaks out and the space constant is larger. The larger
the space constant, the farther along the membrane a volt-
age change is observed after a local stimulus is applied.

Membrane capacitance and resistance, and the resultant
time and space constants, play an important role in both
the propagation of the action potential and the integration
of incoming information.

An Action Potential Is Generated at the Axon
Hillock and Conducted Along the Axon

An action potential depends on the presence of voltage-
gated sodium and potassium channels that open when the
neuronal membrane is depolarized. These voltage-gated
channels are restricted to the axon of most neurons. Thus,
neuronal dendrites and cell bodies do not conduct action
potentials. In most neurons, the axon hillock of the axon
has a very high density of these voltage-gated channels.
This region is also known as the trigger zone for the action
potential. In sensory neurons that convey information to
the CNS from distant peripheral targets, the trigger zone is
in the region of the axon close to the peripheral target.
When the axon is depolarized slightly, some voltage-
gated sodium channels open; as Na™ ions enter and cause
more depolarization, more of these channels open. At a
critical membrane potential called the threshold, incoming
Na™ exceeds outgoing K* (through leakage channels), and
the resulting explosive opening of the remaining voltage-

gated sodium channels initiates an action potential. The ac-
tion potential then propagates to the axon terminal, where
the associated depolarization causes the release of neuro-
transmitter. The initial depolarization to start this process
derives from synaptic inputs causing ligand-gated channels
to open on the dendrites and somata of most neurons. For
peripheral sensory neurons, the initial depolarization re-
sults from a generator potential initiated by a variety of sen-
sory receptor mechanisms (see Chapter 4).

Characteristics of the Action Potential. Depolarization
of the axon hillock to threshold results in the generation
and propagation of an action potential. The action poten-
tial is a transient change in the membrane potential charac-
terized by a gradual depolarization to threshold, a rapid ris-
ing phase, an overshoot, and a repolarization phase. The
repolarization phase is followed by a brief afterhyperpolar-
ization (undershoot) before the membrane potential again
reaches resting level (Fig. 3.4A).
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@The phases of an action potential. A, Depo-
larization to threshold, the rising phase, over-
shoot, peak, repolarization, afterhyperpolarization, and return to
the resting membrane potential. B, Changes in sodium (gn.) and
potassium (gx) conductances associated with an action potential.
The rising phase of the action potential is the result of an increase
in sodium conductance, while the repolarization phase is a result

of a decrease in sodium conductance and a delayed increase in
potassium conductance.
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The action potential may be recorded by placing a mi-
croelectrode inside a nerve cell or its axon. The voltage
measured is compared to that detected by a reference elec-
trode placed outside the cell. The difference between the
two measurements is a measure of the membrane potential.
This technique is used to monitor the membrane potential
at rest, as well as during an action potential.

Action Potential Gating Mechanisms. The depolarizing
and repolarizing phases of the action potential can be ex-
plained by relative changes in membrane conductance
(permeability) to sodium and potassium. During the rising
phase, the nerve cell membrane becomes more permeable
to sodium; as a consequence, the membrane potential be-
gins to shift more toward the equilibrium potential for
sodium. However, before the membrane potential reaches
Ena, sodium permeability begins to decrease and potassium
permeability increases. This change in membrane conduc-
tance again drives the membrane potential toward Eg, ac-
counting for repolarization of the membrane (Fig. 3.4B).

The action potential can also be viewed in terms of the
flow of charged ions through selective ion channels. These
voltage-gated channels are closed when the neuron is at
rest (Fig. 3.5A). When the membrane is depolarized, these
channels begin to open. The Na™ channel quickly opens its
activation gate and allows Na™ ions to flow into the cell
(Fig. 3.5B). The influx of positively charged Na™ ions
causes the membrane to depolarize. In fact, the membrane
potential actually reverses, with the inside becoming posi-
tive; this is called the overshoot. In the initial stage of the
action potential, more Na* than K* channels are opened
because the K* channels open more slowly in response to
depolarization. This increase in Na™ permeability com-
pared to that of K™ causes the membrane potential to move
toward the equilibrium potential for Na™.

At the peak of the action potential, the sodium conduc-
tance begins to fall as an inactivation gate closes. Also,
more K* channels open, allowing more positively charged
K™ ions to leave the neuron. The net effect of inactivating
Na* channels and opening additional K* channels is the
repolarization of the membrane (Fig. 3.5C).

As the membrane continues to repolarize, the membrane
potential becomes more negative than its resting level. This
afterhyperpolarization is a result of K channels remaining
open, allowing the continued efflux of K ions. Another
way to think about afterhyperpolarization is that the mem-
brane's permeability to K* is higher than when the neuron
is at rest. Consequently, the membrane potential is driven
even more toward the K* equilibrium potential (Fig. 3.5D).

The changes in membrane potential during an action
potential result from selective alterations in membrane
conductance (see Fig. 3.4B). These membrane conductance
changes reflect the summated activity of individual volt-
age-gated sodium and potassium ion channels. From the
temporal relationship of the action potential and the mem-
brane conductance changes, the depolarization and rising
phase of the action potential can be attributed to the in-
crease in sodium ion conductance, the repolarization
phases to both the decrease in sodium conductance and the
increase in potassium conductance, and afterhyperpolariza-
tion to the sustained increase of potassium conductance.

Alterations in voltage-gated sodium and potassium chan-
nels, as well as in voltage-gated calcium and chloride chan-
nels, are now known to be the basis of several diseases of
nerve and muscle. These diseases are collectively known as
channelopathies (see Clinical Focus Box 3.1).

Initiation of the Action Potential. In most neurons, the
axon hillock (initial segment) is the trigger zone that gen-
erates the action potential. The membrane of the initial
segment contains a high density of voltage-gated sodium
and potassium ion channels. When the membrane of the
initial segment is depolarized, voltage-gated sodium chan-
nels are opened, permitting an influx of sodium ions. The
influx of these positively charged ions further depolarizes
the membrane, leading to the opening of other voltage-
gated sodium channels. This cycle of membrane depolar-
ization, sodium channel activation, sodium ion influx, and
membrane depolarization is an example of positive feed-
back, a regenerative process (Fig. 1.3) that results in the ex-
plosive activation of many sodium ion channels when the
threshold membrane potential is reached. If the depolariza-
tion of the initial segment does not reach threshold, then
not enough sodium channels are activated to initiate the re-
generative process. The initiation of an action potential is,
therefore, an "all-or-none” event; it is generated completely
or not at all.

Propagation and Speed of the Action Potential. After an
action potential is generated, it propagates along the axon
toward the axon terminal; it is conducted along the axon
with no decrement in amplitude. The mode in which action
potentials propagate and the speed with which they are
conducted along an axon depend on whether the axon is
myelinated. The diameter of the axon also influences the
speed of action potential conduction: larger-diameter ax-
ons have faster action potential conduction velocities than
smaller-diameter axons.

In unmyelinated axons, voltage-gated Na™ and K*
channels are distributed uniformly along the length of the
axonal membrane. An action potential is generated when
the axon hillock is depolarized by the passive spread of
synaptic potentials along the somatic and dendritic mem-
brane (see below). The hillock acts as a “sink” where Na™
ions enter the cell. The “source” of these Na* ions is the ex-
tracellular space along the length of the axon. The entry of
Na™ ions into the axon hillock causes the adjacent region
of the axon to depolarize as the ions that entered the cell,
during the peak of the action potential, flow away from the
sink. This local spread of the current depolarizes the adja-
cent region to threshold and causes an action potential in
that region. By sequentially depolarizing adjacent segments
of the axon, the action potential propagates or moves along
the length of the axon from point to point, like a traveling
wave (Fig. 3.6A).

Just as large-diameter tubes allow a greater flow of wa-
ter than small-diameter tubes because of their decreased
resistance, large-diameter axons have less cytoplasmic re-
sistance, thereby permitting a greater flow of ions. This in-
crease in ion flow in the cytoplasm causes greater lengths
of the axon to be depolarized, decreasing the time needed
for the action potential to travel along the axon. Recall
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that the space constant, N, determines the length along the
axon that a voltage change is observed after a local stimu-
lus is applied. In this case, the local stimulus is the inward
sodium current that accompanies the action potential. The
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@The states of
voltage-gated
sodium and potassium channels
correlated with the course of the
action potential. A, At the resting
membrane potential, both channels
are in a closed, resting state. B, Dur-
ing the depolarizing phase of the
action potential the voltage-gated
sodium channels are activated
(open), but the potassium channels
open more slowly and, therefore,
have not yet responded to the depo-
larization. C, During the repolariz-
ing phase, sodium channels become
inactivated, while the potassium
channels become activated (open).
D, During the afterhyperpolariza-
tion, the sodium channels are both
closed and inactivated, and the
potassium channels remain in their
active state. Eventually, the potas-
sium channels close and the sodium
channel inactivation is removed, so
that both channels are in their rest-
ing state and the membrane poten-
tial returns to resting membrane po-
tential. Note that the voltage-gated
potassium channel does not have an
inactivated state. (Modified from
Matthews GG. Neurobiology: Mol-
ecules, Cells and Systems. Malden,
MA.: Blackwell Science, 1998.)

a voltage change is observed after a local stimulus is ap-
plied. The space constant increases with axon diameter be-
cause the internal axoplasmic resistance, R,, decreases, al-
lowing the current to spread farther down the inside of the

, the farther along the membrane  axon before leaking back across the membrane. Therefore,
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CLINICAL FOCUS BOX 3.1

Channelopathies

Voltage-gated channels for sodium, potassium, calcium,
and chloride are intimately associated with excitability in
neurons and muscle cells and in synaptic transmission.
Until the early 1990s, most of our knowledge about chan-
nel properties derived from biophysical studies of isolated
cells or their membranes. The advent of molecular ap-
proaches resulted in the cloning of the genes for a variety
of channels and the subsequent expression of these genes
in a large cell, such as the Xenopus oocyte, for further char-
acterization.

This approach also allowed experimental manipulation
of the channels by expressing genes that were altered in
known ways. In this way, researchers could determine
which parts of channel molecules were responsible for
particular properties, including voltage sensitivity, ion
specificity, activation, inactivation, kinetics, and interaction
with other cellular components. This genetic understand-
ing of the control of channel properties led to the realiza-
tion that many unexplained diseases may be caused by al-
terations in the genes for ion channels. Diseases based on
altered ion channel function are now collectively called
channelopathies. These diseases affect neurons, skeletal
muscle, cardiac muscle, and even nonexcitable cells, such
as kidney tubular cells.

One of the best-known sets of channelopathies is a
group of channel mutations that lead to the Long Q-T
(LQT) syndrome in the heart. The QT interval on the elec-
trocardiogram is the time between the beginning of ven-
tricular depolarization and the end of ventricular repolar-
ization. In patients with LQT, the QT interval is

when an action potential is generated in one region of the
axon, more of the adjacent region that is depolarized by
the inward current accompanying the action potential
reaches the threshold for action potential generation. The
result is that the speed at which action potentials are con-
ducted, or conduction velocity, increases as a function of
increasing axon diameter and concomitant increase in the
space constant.

Several factors act to increase significantly the conduc-
tion velocity of action potentials in myelinated axons.
Schwann cells in the PNS and oligodendrocytes in the
CNS wrap themselves around axons to form myelin, layers
of lipid membrane that insulate the axon and prevent the
passage of ions through the axonal membrane (Fig. 3.6B).
Between the myelinated segments of the axon are the nodes
of Ranvier, where action potentials are generated.

The signal that causes these glial cells to myelinate the
axons apparently derives from the axon, and its potency is
a function of axon size. In general, axons larger than ap-
proximately 1 wm in diameter are myelinated, and the
thickness of the myelin increases as a function of axon di-
ameter. Since the smallest myelinated axon is bigger than
the largest unmyelinated axon, conduction velocity is faster
for myelinated axons based on size alone. In addition, the
myelin acts to increase the effective resistance of the axonal
membrane, R,,, since ions that flow across the axonal mem-
brane must also flow through the tightly wrapped layers of

abnormally long because of defective membrane repo-
larization, which can lead to ventricular arrhythmia and
sudden death. Affected individuals generally have no
cardiovascular disease other than that associated with
electrical abnormality. The defect in membrane repolar-
ization could be a result of a prolonged inward sodium
current or a reduced outward potassium current. In fact,
mutations in potassium channels account for two differ-
ent LQT syndromes, and a third derives from a sodium
channel mutation.

Myotonia is a condition characterized by a delayed re-
laxation of muscle following contraction. There are several
types of myotonias, all related to abnormalities in muscle
membrane. Some myotonias are associated with a skele-
tal muscle sodium channel, and others are associated with
a skeletal muscle chloride channel.

Channelopathies affecting neurons include episodic
and spinocerebellar ataxias, some forms of epilepsy, and
familial hemiplegic migraine. Ataxias are a disruption in
gait mediated by abnormalities in the cerebellum and
spinal motor neurons. One specific ataxia associated with
an abnormal potassium channel is episodic ataxia with
myokymia. In this disease, which is autosomal-dominant,
cerebellar neurons have abnormal excitability and motor
neurons are chronically hyperexcitable. This hyperex-
citability causes indiscriminant firing of motor neurons,
observed as the twitching of small groups of muscle fibers,
akin to worms crawling under the skin (myokymia). It is
likely that many other neuronal (and muscle) disorders of
currently unknown pathology will be identified as chan-
nelopathies.

myelin before they reach the extracellular fluid. This in-
crease in R, increases the space constant. The layers of
myelin also decrease the effective capacitance of the axonal
membrane because the distance between the extracellular
and intracellular conducting fluid compartments is in-
creased. Because the capacitance is decreased, the time
constant is decreased, increasing the conduction velocity.

While the effect of myelin on R, and capacitance are
important for increasing conduction velocity, there is an
even greater factor at play—an alteration in the mode of
conduction. In myelinated axons, voltage-gated Na™
channels are highly concentrated in the nodes of Ranvier,
where the myelin sheath is absent, and are in low density
beneath the segments of myelin. When an action potential
is initiated at the axon hillock, the influx of Na™ ions
causes the adjacent node of Ranvier to depolarize, result-
ing in an action potential at the node. This, in turn, causes
depolarization of the next node of Ranvier and the even-
tual initiation of an action potential. Action potentials are
successively generated at neighboring nodes of Ranvier;
therefore, the action potential in a myelinated axon ap-
pears to jump from one node to the next, a process called
saltatory conduction (Fig. 3.6C). This process results in a
faster conduction velocity for myelinated than unmyeli-
nated axons. The conduction velocity in mammals ranges
from 3 to 120 m/sec for myelinated axons and 0.5 to 2.0
m/sec for unmyelinated axons.
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@Myelinated axons and saltatory conduction.
A, Propagation of an action potential in an un-
myelinated axon. The initiation of an action potential in one seg-
ment of the axon depolarizes the immediately adjacent section,
bringing it to threshold and generating an action potential. B, A
sheath of myelin surrounding an axon. C, The propagation of an
action potential in a myelinated axon. The initiation of an action
potential in one node of Ranvier depolarizes the next node. Jump-
ing from one node to the next is called saltatory conduction.
(Modified from Matthews GG. Neurobiology: Molecules, Cells
and Systems. Malden, MA: Blackwell Science, 1998.)

Refractory Periods. After the start of an action potential,
there are periods when the initiation of additional action
potentials requires a greater degree of depolarization and
when action potentials cannot be initiated at all. These are
called the relative and absolute refractory periods, respec-
tively (Fig. 3.7).

The inability of a neuronal membrane to generate an ac-
tion potential during the absolute refractory period is pri-
marily due to the state of the voltage-gated Na™ channel.
After the inactivation gate closes during the repolarization
phase of an action potential, it remains closed for some
time; therefore, another action potential cannot be gener-

ated no matter how much the membrane is depolarized.
The importance of the absolute refractory period is that it
limits the rate of firing of action potentials. The absolute re-
fractory period also prevents action potentials from travel-
ing in the wrong direction along the axon.

In the relative refractory period, the inactivation gate of a
portion of the voltage-gated Na™ channels is open. Since
these channels have returned to their initial resting state, they
can now respond to depolarizations of the membrane. Con-
sequently, when the membrane is depolarized, many of the
channels open their activation gates and permit the influx of
Na™ ions. However, because only a portion of the Na™ chan-
nels have returned to the resting state, depolarization of the
membrane to the original threshold level activates an insuffi-
cient number of channels to initiate an action potential. With
greater levels of depolarization, more channels are activated,
until eventually an action potential is generated. The K"
channels are maintained in the open state during the relative
refractory period, leading to membrane hyperpolarization. By
these two mechanisms, the action potential threshold is in-
creased during the relative refractory period.

SYNAPTIC TRANSMISSION

Neurons communicate at synapses. Two types of synapses
have been identified: electrical and chemical. At electrical
synapses, passageways known as gap junctions connect the
cytoplasm of adjacent neurons (see Fig. 1.6) and permit the
bidirectional passage of ions from one cell to another. Elec-
trical synapses are uncommon in the adult mammalian
nervous system. Typically, they are found at dendroden-
dritic sites of contact; they are thought to synchronize the
activity of neuronal populations. Gap junctions are more
common in the embryonic nervous system, where they may
act to aid the development of appropriate synaptic connec-
tions based on synchronous firing of neuronal populations.
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@Absolute and relative refractory periods.
Immediately after the start of an action poten-
tial, a nerve cell is incapable of generating another impulse. This
is the absolute refractory period. With time, the neuron can gen-
erate another action potential, but only at higher levels of depo-
larization. The period of increased threshold for impulse initia-
tion is the relative refractory period. Note that action potentials
initiated during the relative refractory period have lower-than-
normal amplitude.
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@A chemical synapse. A, This electron micro-
graph shows a presynaptic terminal (asterisk)
with synaptic vesicles (SV) and synaptic cleft (SC) separating
presynaptic and postsynaptic membranes (magnification
60,000X) (Courtesy of Dr. Lazaros Triarhou, Indiana University

School of Medicine.) B, The main components of a chemical
synapse.
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@The release of neurotransmitter. Depolariza-
tion of the nerve terminal by the action poten-
tial opens voltage-gated calcium channels. Increased intracellular
Ca*" initiates fusion of synaptic vesicles with the presynaptic

membrane, resulting in the release of neurotransmitter molecules
into the synaptic cleft and binding with postsynaptic receptors.
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Synaptic Transmission Usually Occurs
via Chemical Neurotransmitters

At chemical synapses, a space called the synaptic cleft sep-
arates the presynaptic axon terminal from the postsynaptic
cell (Fig. 3.8). The presynaptic terminal is packed with vesi-
cles containing chemical neurotransmitters that are re-
leased into the synaptic cleft when an action potential en-
ters the terminal. Once released, the chemical
neurotransmitter diffuses across the synaptic cleft and binds
to receptors on the postsynaptic cell. The binding of the
transmitter to its receptor leads to the opening (or closing)
of specific ion channels, which, in turn, alter the membrane
potential of the postsynaptic cell.

The release of neurotransmitters from the presynaptic
terminal begins with the invasion of the action potential
into the axon terminal (Fig. 3.9). The depolarization of
the terminal by the action potential causes the activation
of voltage-gated Ca?" channels. The electrochemical gra-
dients for Ca®>" result in forces that drive Ca*>* into the
terminal. This increase in intracellular ionized calcium
causes a fusion of vesicles, containing neurotransmitters,
with the presynaptic membrane at active zones. The neu-
rotransmitters are then released into the cleft by exocyto-
sis. Increasing the amount of Ca?* that enters the terminal
increases the amount of transmitter released into the synap-
tic cleft. The number of transmitter molecules released by
any one exocytosed vesicle is called a quantum, and the to-
tal number of quanta released when the synapse is activated
is called the quantum content. Under normal conditions,
quanta are fixed in size but quantum content varies, partic-
ularly with the amount of Ca®* that enters the terminal.
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The way in which the entry of Ca®" leads to the fusion
of the vesicles with the presynaptic membrane is still being
elucidated. It is clear that there are several proteins in-
volved in this process. One hypothesis is that the vesicles
are anchored to cytoskeletal components in the terminal by
synapsin, a protein surrounding the vesicle. The entry of
Ca®* ions into the terminal is thought to result in phos-
phorylation of this protein and a decrease in its binding to
the cytoskeleton, releasing the vesicles so they may move
to the synaptic release sites.

Other proteins (rab GTP-binding proteins) are involved
in targeting synaptic vesicles to specific docking sites in the
presynaptic terminal. Still other proteins cause the vesicles to
dock and bind to the presynaptic terminal membrane; these
proteins are called SNARES and are found on both the vesi-
cle and the nerve terminal membrane (called v-SNARES or t-
SNARES, respectively). Tetanus toxin and botulinum toxin
exert their devastating effects on the nervous system by dis-
rupting the function of SNARES, preventing synaptic trans-
mission. Exposure to these toxins can be fatal because the
failure of neurotransmission between neurons and the mus-
cles involved in breathing results in respiratory failure. To
complete the process begun by Ca’”" entry into the nerve
terminal, the docked and bound vesicles must fuse with the
membrane and create a pore through which the transmitter
may be released into the synaptic cleft. The vesicle mem-
brane is then removed from the terminal membrane and re-
cycled within the nerve terminal.

Once released into the synaptic cleft, neurotransmitter
molecules exert their actions by binding to receptors in the
postsynaptic membrane. These receptors are of two types.
In some, the receptor forms part of an ion channel; in oth-
ers, the receptor is coupled to an ion channel via a G pro-
tein and a second messenger system. In receptors associated
with a specific G protein, a series of enzyme steps is initi-
ated by binding of a transmitter to its receptor, producing
a second messenger that alters intracellular functions over a
longer time than for direct ion channel opening. These
membrane-bound enzymes and the second messengers
they produce inside the target cells include adenylyl cy-
clase, which produces cAMP; guanylyl cyclase, which pro-
duces cGMP; and phospholipase C, which leads to the for-
mation of two second messengers, diacylglycerol and
inositol trisphosphate (see Chapter 1).

When a transmitter binds to its receptor, membrane
conductance changes occur, leading to depolarization or
hyperpolarization. An increase in membrane conductance
to Na* depolarizes the membrane. An increase in mem-
brane conductance that permits the efflux of K* or the in-
flux of CI™ hyperpolarizes the membrane. In some cases,
membrane hyperpolarization can occur when a decrease in
membrane conductance reduces the influx of Na™. Each of
these effects results from specific alterations in ion channel
function, and there are many different ligand-gated and
voltage-gated channels.

Integration of Postsynaptic Potentials Occurs
in the Dendrites and Soma

The transduction of information between neurons in the
nervous system is mediated by changes in the membrane po-

tential of the postsynaptic cell. These membrane depolariza-
tions and hyperpolarizations are integrated or summated and
can result in activation or inhibition of the postsynaptic neu-
ron. Alterations in the membrane potential that occur in the
postsynaptic neuron initially take place in the dendrites and
the soma as a result of the activation of afferent inputs.

Since depolarizations can lead to the excitation and ac-
tivation of a neuron, they are commonly called excitatory
postsynaptic potentials (EPSPs). In contrast, hyperpolar-
izations of the membrane prevent the cell from becoming
activated and are called inhibitory postsynaptic potentials
(IPSPs). These membrane potential changes are caused by
the influx or efflux of specific ions (Fig. 3.10).

The rate at which the membrane potential of a postsy-
naptic neuron is altered can greatly influence the efficiency
of transducing information from one neuron to the next. If
the activation of a synapse leads to the influx of positively
charged ions, the postsynaptic membrane will depolarize.
When the influx of these ions is stopped, the membrane will
repolarize back to the resting level. The rate at which it re-
polarizes depends on the membrane time constant, T, which
is a function of membrane resistance and capacitance and
represents the time required for the membrane potential to
decay to 37% of its initial peak value (Fig. 3.11).

The decay rate for repolarization is slower for longer
time constants because the increase in membrane resistance
and/or capacitance results in a slower discharge of the
membrane. The slow decay of the repolarization allows ad-
ditional time for the synapse to be reactivated and depolar-
ize the membrane. A second depolarization of the mem-

>

EPSP

Membrane potential (mV)

Time (Msec)

w

-40 ~—

"

-70 —~|

Membrane potential (mV)
&
o

Time (msec)

@Excitatory and inhibitory postsynaptic po-
tentials. A, The depolarization of the mem-
brane (arrow) brings a nerve cell closer to the threshold for the
initiation of an action potential and produces an excitatory post-

synaptic potential (EPSP). B, The hyperpolarization of the mem-
brane produces an inhibitory postsynaptic potential (IPSP).
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Time
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@Membrane potential decay rate and time
constant. The rate of decay of membrane po-
tential (E,,) varies with a given neuron’s membrane time constant.
The responses of two neurons to a brief application of depolariz-
ing current (I) are shown here. Each neuron depolarizes to the
same degree, but the time for return to the baseline membrane po-
tential differs for each. Neuron 2 takes longer to return to baseline
than neuron 1 because its time constant is longer (T;n > Timy).

brane can be added to that of the first depolarization. Con-
sequently, longer periods of depolarization increase the
likelihood of summating two postsynaptic potentials. The
process in which postsynaptic membrane potentials are
added with time is called temporal summation (Fig. 3.12).
If the magnitude of the summated depolarizations is above
a threshold value, as detected at the axon hillock, it will
generate an action potential.

The summation of postsynaptic potentials also occurs
with the activation of several synapses located at differ-
ent sites of contact. This process is called spatial summa-
tion. When a synapse is activated, causing an influx of
positively charged ions, a depolarizing electrotonic po-
tential develops, with maximal depolarization occurring
at the site of synaptic activation. The electrotonic poten-
tial is due to the passive spread of ions in the dendritic
cytoplasm and across the membrane. The amplitude of
the electrotonic potential decays with distance from the
synapse activation site (Fig. 3.13). The decay of the elec-
trotonic potential per unit length along the dendrite is
determined by the length or space constant, N\, which
represents the length required for the membrane poten-
tial depolarization to decay to 37% of its maximal value.
The larger the space constant value, the smaller the de-
cay per unit length; thus, more charge is delivered to
more distant membrane patches.

By depolarizing distal patches of membrane, other
electrotonic potentials that occur by activating synaptic
inputs at other sites can summate to produce even greater
depolarization, and the resulting postsynaptic potentials
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@A profile of the electrotonic membrane po-
tential produced along the length of a den-
drite. The decay of the membrane potential, E,,, as it proceeds
along the length of the dendrite is affected by the space constant,
Am. Long space constants cause the electrotonic potential to de-
cay more gradually. Profiles are shown for two dendrites with dif-
ferent space constants, \; and \,. The electrotonic potential of
dendrite 2 decays less steeply than that of dendrite 1 because its
space constant is longer.

are added along the length of the dendrite. As with tem-
poral summation, if the depolarizations resulting from
spatial summation are sufficient to cause the membrane
potential in the region of axon hillock to reach threshold,
the postsynaptic neuron will generate an action potential
(Fig. 3.14).

Because of the spatial decay of the electrotonic poten-
tial, the location of the synaptic contact strongly influ-
ences whether a synapse can activate a postsynaptic neu-
ron. For example, axodendritic synapses, located in distal
segments of the dendritic tree, are far removed from the
axon hillock, and their activation has little impact on the
membrane potential near this trigger zone. In contrast,
axosomatic synapses have a greater effect in altering the
membrane potential at the axon hillock because of their
proximal location.

NEUROCHEMICAL TRANSMISSION

Neurons communicate with other cells by the release of
chemical neurotransmitters, which act transiently on post-
synaptic receptors and then must be removed from the
synaptic cleft (Fig. 3.15). Transmitter is stored in synaptic
vesicles and released on nerve stimulation by the process of
exocytosis, following the opening of voltage-gated calcium
ion channels in the nerve terminal. Once released, the neu-
rotransmitter binds to and stimulates its receptors briefly
before being rapidly removed from the synapse, thereby al-
lowing the transmission of a new neuronal message. The
most common mode of removal of the neurotransmitter fol-
lowing release is called high-affinity reuptake by the presy-
naptic terminal. This is a carrier-mediated, sodium-depend-
ent, secondary active transport that uses energy from the
Na*/K*- ATPase pump. Other removal mechanisms in-
clude enzymatic degradation into a nonactive metabolite in
the synapse or diffusion away from the synapse into the ex-
tracellular space.

The details of synaptic events in chemical transmission
were originally described for PNS synapses. CNS synapses
appear to use similar mechanisms, with the important dif-
ference that muscle and gland cells are the targets of trans-
mission in peripheral nerves, whereas neurons make up the
postsynaptic elements at central synapses. In the central
nervous system, glial cells also play a crucial role in remov-
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@A model of spatial summation. A, The depo-
larization of a dendrite at two spatially sepa-
rated synapses. B, A dendritic membrane with a short space con-
stant is unable to summate postsynaptic potentials. C, A dendritic
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wThe basic steps in neurochemical transmis-
sion. Neurotransmitter molecules (T) are re-
leased into the synaptic cleft (1), reversibly bind to receptors on
the postsynaptic cell (2), and are removed from the cleft by enzy-

matic degradation (3), reuptake into the presynaptic nerve termi-
nal (4), or diffusion (5).

ing some neurotransmitters from the synaptic cleft via
high-affinity reuptake.

There Are Several Classes of Neurotransmitters

The first neurotransmitters described were acetylcholine
and norepinephrine, identified at synapses in the peripheral
nervous system. Many others have since been identified,
and they fall into three main classes: amino acids,
monoamines, and polypeptides. Amino acids and
monoamines are collectively termed small-molecule trans-
mitters. The monoamines (or biogenic amines) are so
named because they are synthesized from a single, readily
available amino acid precursor. The polypeptide transmit-
ters (or neuropeptides) consist of an amino acid chain,
varying in length from three to several dozen. Recently, a
novel set of neurotransmitters has been identified; these are
membrane-soluble molecules that may act as both antero-
grade and retrograde signaling molecules between neurons.

Examples of amino acid transmitters include the excita-
tory amino acids glutamate and aspartate and the inhibitory
amino acids glycine and y-aminobutyric. (Note that v-
aminobutyric is biosynthetically a monoamine, but it has
the features of an amino acid transmitter, not a monoamin-
ergic one.) Examples of monoaminergic neurotransmitters
are acetylcholine, derived from choline; the catecholamine
transmitters dopamine, norepinephrine, and epinephrine,
derived from the amino acid tyrosine; and an indoleamine,
serotonin or 5-hydroxytryptamine, derived from trypto-
phan. Examples of polypeptide transmitters are the opioids

and substance P. The best known membrane-soluble neu-
rotransmitters are nitric oxide and arachidonic acid.

The human nervous system has some 100 billion neu-
rons, each of which communicates with postsynaptic tar-
gets via chemical neurotransmission. As noted above, there
are essentially only a handful of neurotransmitters. Even
counting all the peptides known to act as transmitters, the
number is well less than 50. Peptide transmitters can be
colocalized, in a variety of combinations, with nonpeptide
and other peptide transmitters, increasing the number of
different types of chemical synapses. However, the specific
neuronal signaling that allows the enormous complexity of
function in the nervous system is due largely to the speci-
ficity of neuronal connections made during development.

There is a pattern to neurotransmitter distribution. Par-
ticular sets of pathways use the same neurotransmitter;
some functions are performed by the same neurotransmit-
ter in many places (Table 3.1). This redundant use of neu-
rotransmitters is problematic in pathological conditions af-
fecting one anatomic pathway or one neurotransmitter
type. A classic example is Parkinson's disease, in which a
particular set of dopaminergic neurons in the brain degen-
erates, resulting in a specific movement disorder. Therapies
for Parkinson's disease, such as L-DOPA, that increase
dopamine signaling do so globally, so other dopaminergic
pathways become overly active. In some cases, patients re-
ceiving L-DOPA develop psychotic reactions because of
excess dopamine signaling in limbic system pathways.
Conversely, antipsychotic medications designed to de-
crease dopamine signaling in the limbic system may cause
parkinsonian side effects. One strategy for decreasing the
adverse effects of medications that affect neurotransmission
is to target the therapies to specific types of receptors that
may be preferentially distributed in one of the pathways
that use the same neurotransmitter.

Acetylcholine. Neurons that use acetylcholine (ACh) as
their neurotransmitter are known as cholinergic neurons.
Acetylcholine is synthesized in the cholinergic neuron
from choline and acetate, under the influence of the en-
zyme choline acetyltransferase or choline acetylase. This
enzyme is localized in the cytoplasm of cholinergic neu-
rons, especially in the vicinity of storage vesicles, and it is
an identifying marker of the cholinergic neuron.

VIR BB General Functions of Neurotransmitters

Neurotransmitter

Function

Dopamine Affect, reward, control of movement

Norepinephrine Affect, alertness

Serotonin Mood, arousal, modulation of pain
Acetylcholine Control of movement, cognition
GABA General inhibition

Glycine General inhibition

Glutamate General excitation, sensation

Substance P
Opioid peptides
Nitric oxide

Transmission of pain
Control of pain
Vasodilation, metabolic signaling
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All the components for the synthesis, storage, and re-
lease of ACh are localized in the terminal region of the
cholinergic neuron (Fig. 3.16). The storage vesicles and
choline acetyltransferase are produced in the soma and are
transported to the axon terminals. The rate-limiting step in
ACh synthesis in the nerve terminals is the availability of
choline, of which specialized mechanisms ensure a contin-
uous supply. Acetylcholine is stored in vesicles in the axon
terminals, where it is protected from enzymatic degrada-
tion and packaged appropriately for release upon nerve
stimulation.

The enzyme acetylcholinesterase (AChE) hydrolyzes
ACh back to choline and acetate after the release of ACh.
This enzyme is found in both presynaptic and postsynaptic
cell membranes, allowing rapid and efficient hydrolysis of
extracellular ACh. This enzymatic mechanism is so effi-
cient that normally no ACh spills over from the synapse
into the general circulation. The choline generated from
ACh hydrolysis is taken back up by the cholinergic neuron
by a high-affinity, sodium-dependent uptake mechanism,
which ensures a steady supply of the precursor for ACh
synthesis. An additional source of choline is the low-affin-
ity transport used by all cells to take up choline from the ex-
tracellular fluid for use in the synthesis of phospholipids.
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@Cholinergic neurotransmission. When an ac-
tion potential invades the presynaptic terminal,
ACh is released into the synaptic cleft and binds to receptors on
the postsynaptic cell to activate either nicotinic or muscarinic re-
ceptors. ACh is also hydrolyzed in the cleft by the enzyme
acetylcholinesterase (AChE) to produce the metabolites choline
and acetate. Choline is transported back into the presynaptic ter-
minal by a high-affinity transport process to be reused in ACh
resynthesis.

The receptors for ACh, known as cholinergic receptors,
fall into two categories, based on the drugs that mimic or
antagonize the actions of ACh on its many target cell types.
In classical studies dating to the early twentieth century,
the drugs muscarine, isolated from poisonous mushrooms,
and nicotine, isolated from tobacco, were used to distin-
guish two separate receptors for ACh. Muscarine stimulates
some of the receptors and nicotine stimulates all the others,
so receptors were designated as either muscarinic or nico-
tinic. It should be noted that ACh has the actions of both
muscarine and nicotine at cholinergic receptors (Fig. 3.16);
however, these two drugs cause fundamental differences
that ACh cannot distinguish.

The nicotinic acetylcholine receptor is composed of
five components: two « subunits and a 3, y, and & subunit
(Fig. 3.17). The two « subunits are binding sites for ACh.
When ACh molecules bind to both a subunits, a confor-
mational change occurs in the receptor, which results in an
increase in channel conductance for Na* and K*, leading
to depolarization of the postsynaptic membrane. This de-
polarization is due to the strong inward electrical and
chemical gradient for Na*, which predominates over the
outward gradient for K ions and results in a net inward
flux of positively charged ions.
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FIGURE 3.17 The structure qf a _m_cotlmc ace_tylcholme
receptor. The nicotinic receptor is composed
of five subunits: two a subunits and 8, 7y, and & subunits. The two
« subunits serve as binding sites for ACh. Both binding sites must

be occupied to open the channel, permitting sodium ion influx
and potassium ion efflux.



52 PART | CELLULAR PHYSIOLOGY

O§C _-OH O§ _OH

|

H2N—(|)—H HN—C—H
H=C—H H—C—H
Tyrosine hydroxylase " Aromatic L-amino acid decarboxylase
(Rate-limiting enzyme) OH
OH OH
L-Tyrosine L-DOPA NH
(L-Dihydroxyphenylalanine) | 2
H—C—H
|
H=C—H

H\N _CH, OH

! ? OH
H—C—H H—C—H Dopamine

| | (dihydroxyphenylethylamine)
H—C—OH H-=C—0OH

OH Phenyiethanolamine N-methyl transferase OH Dopamine B -hydroxylase
COH OH

L-Epinephrine

mThe synthesis of catecholamines. The cate-

cholamine neurotransmitters are synthesized by

The structure and the function of the muscarinic acetyl-
choline receptor are different. Five subtypes of muscarinic
receptors have been identified. The M, and M, receptors
are composed of seven membrane-spanning domains, with
each exerting action through a G protein. The activation of
M, receptors results in a decrease in K conductance via
phospholipase C, and activation of M, receptors causes an
increase in K* conductance by inhibiting adenylyl cyclase.
As a consequence, when ACh binds to an M, receptor, it
results in membrane depolarization; when ACh binds to an
M, receptor, it causes hyperpolarization.

Catecholamines. The catecholamines are so named be-
cause they consist of a catechol moiety (a phenyl ring with
two attached hydroxyl groups) and an ethylamine side chain.
The catecholamines dopamine (DA), norepinephrine (NE),
and epinephrine (EPI) share a common pathway for enzy-
matic biosynthesis (Fig. 3.18). Three of the enzymes in-
volved—tyrosine hydroxylase (TH), dopamine 3-hydroxy-
lase (DBH), and phenylethanolamine N-methyl transferase
(PNMT)—are unique to catecholamine-secreting cells and
all are derived from a common ancestral gene. Dopaminer-
gic neurons express only TH, noradrenergic neurons ex-
press both TH and DBH, and epinephrine-secreting cells ex-
press all three. Epinephrine-secreting cells include a small
population of CNS neurons, as well as the hormonal cells of
the adrenal medulla, chromaffin cells, which secrete EPI dur-
ing the fight-or-flight response (see Chapter 6).

The rate-limiting enzyme in catecholamine biosynthesis
is tyrosine hydroxylase, which converts L-tyrosine to L-3,4-
dihydroxyphenylalanine (L-DOPA). Tyrosine hydroxylase

L-Norepinephrine

way of a chain of enzymatic reactions to produce L-DOPA,
dopamine, L-norepinephrine, and L-epinephrine.

is regulated by short-term activation and long-term induc-
tion. Short-term excitation of dopaminergic neurons results
in an increase in the conversion of tyrosine to DA. This
phenomenon is mediated by the phosphorylation of TH
via a cAMP-dependent protein kinase, which results in an
increase in functional TH activity. Long-term induction is
mediated by the synthesis of new TH.

A nonspecific cytoplasmic enzyme, aromatic L-amino
acid decarboxylase, catalyzes the formation of dopamine
from L-DOPA. Dopamine is then taken up in storage vesi-
cles and protected from enzymatic attack. In NE- and EPI-
synthesizing neurons, DBH, which converts DA to NE, is
found within vesicles, unlike the other synthetic enzymes,
which are in the cytoplasm. In EPl-secreting cells, PNMT
is localized in the cytoplasm. The PNMT adds a methyl
group to the amine in NE to form EPI.

Two enzymes are involved in degrading the cate-
cholamines following vesicle exocytosis. Monoamine oxi-
dase (MAQO) removes the amine group, and catechol-O-
methyltransferase (COMT) methylates the 3-OH group
on the catechol ring. As shown in Figure 3.19, MAO is lo-
calized in mitochondria, present in both presynaptic and
postsynaptic cells, whereas COMT is localized in the cyto-
plasm and only postsynaptically. At synapses of noradren-
ergic neurons in the PNS (i.e., postganglionic sympathetic
neurons of the autonomic nervous system) (see Chapter 6),
the postsynaptic COMT-containing cells are the muscle
and gland cells and other nonneuronal tissues that receive
sympathetic stimulation. In the CNS, on the other hand,
most of the COMT is localized in glial cells (especially as-
trocytes) rather than in postsynaptic target neurons.
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mCatecholaminergic neurotransmission. A, In vesicles and converted into NE by the enzyme dopamine B-hy-
dopamine-producing nerve terminals, dopamine droxylase (DBH). On release into the synaptic cleft, NE can bind
is enzymatically synthesized from tyrosine and taken up and to postsynaptic a- or B-adrenergic receptors and presynaptic o-
stored in vesicles. The fusion of DA-contaiining vesicles with the adrenergic receptors. Uptake of NE into the presynaptic terminal
terminal membrane results in the release of DA into the synaptic (uptake 1) is responsible for the termination of synaptic transmis-
cleft and permits DA to bind to dopamine receptors (D and D) sion. In the presynaptic terminal, NE is repackaged into vesicles or
in the postsynaptic cell. The termination of DA neurotransmis- deaminated by mitochondrial MAO. NE can also be transported
sion occurs when DA is transported back into the presynaptic ter- into the postsynaptic cell by a low-affinity process (uptake 2), in
minal via a high-affinity mechanism. B, In norepinephrine (NE)- which it is deaminated by MAO and O-methylated by catechol-
producing nerve terminals, DA is transported into synaptic O-methyltransferase (COMT).

Most of the catecholamine released into the synapse (up ~ glia serve a comparable role by taking up catecholamines
to 80%) is rapidly removed by uptake into the presynaptic and degrading them enzymatically by glial MAO and
neuron. Once inside the presynaptic neuron, the transmit- ~ COMT. Unlike uptake 2 in the PNS, glial uptake of cate-
ter enters the synaptic vesicles and is made available for re- cholamines has many characteristics of uptake 1.
cycling. In peripheral noradrenergic synapses (the sympa- The catecholamines differ substantially in their interac-
thetic nervous system), the neuronal uptake process tions with receptors; DA interacts with DA receptors and NE
described above is referred to as uptake 1, to distinguish it and EPI interact with adrenergic receptors. Up to five sub-
from a second uptake mechanism, uptake 2, localized in types of DA receptors have been described in the CNS. Of

the target cells (smooth muscle, cardiac muscle, and gland  these five, two have been well characterized. D, receptors
cells) (Fig. 3.19B). In contrast with uptake 1, an active are coupled to stimulatory G proteins (G,), which activate
transport, uptake 2 is a facilitated diffusion mechanism, adenylyl cyclase, and D, receptors are coupled to inhibitory
which takes up the sympathetic transmitter NE, as well as G proteins (G;), which inhibit adenylyl cyclase. Activation
the circulating hormone EPI, and degrades them enzymat- of D, receptors hyperpolarizes the postsynaptic membrane

ically by MAO and COMT localized in the target cells. In by increasing potassium conductance. A third subtype of DA
the CNS, there is little evidence of an uptake 2 of NE, but  receptor postulated to modulate the release of DA is local-
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ized on the cell membrane of the nerve terminal that releases
DA accordingly, it is called an autoreceptor.

Adrenergic receptors, stimulated by EPI and NE, are lo-
cated on cells throughout the body, including the CNS and
the peripheral target organs of the sympathetic nervous
system (see Chapter 6). Adrenergic receptors are classified
as either a or B, based on the rank order of potency of cat-
echolamines and related analogs in stimulating each type.
The analogs used originally in distinguishing «- from -
adrenergic receptors are NE, EPI, and the two synthetic
compounds isoproterenol (ISO) and phenylephrine (PE).
Ahlquist, in 1948, designated a as those receptors in which
EPI was highest in potency and ISO was least potent (EPI
> NE > > [SO). B-Receptors exhibited a different rank or-
der: ISO was most potent and EPI either more potent or
equal in potency to NE. Studies with PE further distin-
guished these two classes of receptors: a-receptors were
stimulated by PE, whereas B-receptors were not.

Serotonin. Serotonin or 5-hydroxytryptamine (5-HT) is
the transmitter in serotonergic neurons. Chemical trans-
mission in these neurons is similar in several ways to that
described for catecholaminergic neurons. Tryptophan hy-
droxylase, a marker of serotonergic neurons, converts tryp-
tophan to 5-hydroxytryptophan (5-HTP), which is then
converted to 5-HT by decarboxylation (Fig. 3.20).
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@Serotonergic neurotransmission. Serotonin
(5-HT) is synthesized by the hydroxylation of
tryptophan to form 5-hydroxytryptophan (5-HTP) and the de-
carboxylation of 5-HTP to form 5-HT. On release into the
synaptic cleft, 5-HT can bind to a variety of serotonergic recep-
tors on the postsynaptic cell. Synaptic transmission is terminated
when 5-HT is transported back into the presynaptic terminal for
repackaging into vesicles.

5-Hydroxytryptamine is stored in vesicles and is re-
leased by exocytosis upon nerve depolarization. The major
mode of removal of released 5-HT is by a high-affinity,
sodium-dependent, active uptake mechanism. There are
several receptor subtypes for serotonin. The 5-HT-3 re-
ceptor contains an ion channel. Activation results in an in-
crease in sodium and potassium ion conductances, leading
to EPSPs. The remaining well-characterized receptor sub-
types appear to operate through second messenger sys-
tems. The 5-HT-1A receptor, for example, uses cAMP. Ac-
tivation of this receptor results in an increase in K* ion
conductance, producing [PSPs.

Glutamate and Aspartate. Both glutamate (GLU) and
aspartate (ASP) serve as excitatory transmitters of the
CNS. These dicarboxylic amino acids are important sub-
strates for transaminations in all cells; but, in certain neu-
rons, they also serve as neurotransmitters—that is, they are
sequestered in high concentration in synaptic vesicles, re-
leased by exocytosis, stimulate specific receptors in the
synapse, and are removed by high-affinity uptake. Since
GLU and ASP are readily interconvertible in transamina-
tion reactions in cells, including neurons, it has been diffi-
cult to distinguish neurons that use glutamate as a transmit-
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@Glutamatergic neurotransmission. Glutamate
(GLU) is synthesized from a-ketoglutarate by
enzymatic amination. Upon release into the synaptic cleft, GLU
can bind to a variety of receptors. The removal of GLU is prima-
rily by transport into glial cells, where it is converted into gluta-
mine. Glutamine, in turn, is transported from glial cells to the

nerve terminal, where it is converted to glutamate by the enzyme
glutaminase.
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ter from those that use aspartate. This difficulty is further
compounded by the fact that GLU and ASP stimulate
common receptors. Accordingly, it is customary to refer to
both as glutamatergic neurons.

Sources of GLU for neurotransmission are the diet and
mitochondrial conversion of a-ketoglutarate derived
from the Krebs cycle (Fig. 3.21). Glutamate is stored in
vesicles and released by exocytosis, where it activates spe-
cific receptors to depolarize the postsynaptic neuron.
Two efficient active transport mechanisms remove GLU
rapidly from the synapse. Neuronal uptake recycles the
transmitter by re-storage in vesicles and re-release. Glial
cells (particularly astrocytes) contain a similar, high-affin-
ity, active transport mechanism that ensures the efficient
removal of excitatory neurotransmitter molecules from
the synapse (see Fig. 3.21). Glia serves to recycle the
transmitter by converting it to glutamine, an inactive
storage form of GLU containing a second amine group.
Glutamine from glia readily enters the neuron, where glu-
taminase removes the second amine, regenerating GLU
for use again as a transmitter.

At least five subtypes of GLU receptors have been de-
scribed, based on the relative potency of synthetic analogs

CLINICAL FOCUS BOX 3.2

The Role of Glutamate Receptors in Nerve Cell Death in
Hypoxic/Ischemic Disorders

Excitatory amino acids (EAA), GLU and ASP, are the neu-
rotransmitters for more than half the total neuronal popu-
lation of the CNS. Not surprisingly, most neurons in the
CNS contain receptors for EAA. When transmission in glu-
tamatergic neurons functions normally, very low concen-
trations of EAA appear in the synapse at any time, prima-
rily because of the efficient uptake mechanisms of the
presynaptic neuron and neighboring glial cells.

In certain pathological states, however, extraneuronal
concentrations of EAA exceed the ability of the uptake
mechanisms to remove them, resulting in cell death in a
matter of minutes. This can be seen in severe hypoxia,
such as during respiratory or cardiovascular failure, and in
ischemia, where the blood supply to a region of the brain
is interrupted, as in stroke. In either condition, the affected
area is deprived of oxygen and glucose, which are essen-
tial for normal neuronal functions, including energy-de-
pendent mechanisms for the removal of extracellular EAA
and their conversion to glutamine.

The consequences of prolonged exposure of neurons to
EAA has been described as excitotoxicity. Much of the
cytotoxicity can be attributed to the destructive actions of
high intracellular calcium brought about by stimulation of
the various subtypes of glutamatergic receptors. One sub-
type, a presynaptic kainate receptor, opens voltage-gated
calcium channels and promotes the further release of GLU.
Several postsynaptic receptor subtypes depolarize the
nerve cell and promote the rise of intracellular calcium via
ligand-gated and voltage-gated channels and second mes-
senger-mediated mobilization of intracellular calcium
stores. The spiraling consequences of increased extracel-
lular GLU, leading to the further release of GLU, and of in-
creased calcium entry, leading to the further mobilization

in stimulating them. Three of these, named for the syn-
thetic analogs that best activate them—kainate,
quisqualate, and N-methyl-D-aspartate (NMDA) recep-
tors—are associated with cationic channels in the neuronal
membrane. Activation of the kainate and quisqualate re-
ceptors produces EPSPs by opening ion channels that in-
crease Na™ and K™ conductance. Activation of the NMDA
receptor increases Ca’" conductance. This receptor, how-
ever, is blocked by Mg®* when the membrane is in the rest-
ing state and becomes unblocked when the membrane is
depolarized. Thus, the NMDA receptor can be thought of
as both a ligand-gated and a voltage-gated channel. Cal-
cium gating through the NMDA receptor is crucial for the
development of specific neuronal connections and for neu-
ral processing related to learning and memory. In addition,
excess entry of Ca®* through NMDA receptors during is-
chemic disorders of the brain is thought to be responsible
for the rapid death of neurons in stroke and hemorrhagic
brain disorders (see Clinical Focus Box 3.2).

v-Aminobutyric Acid and Glycine. The inhibitory amino
acid transmitters y-aminobutyric acid (GABA) and glycine
(GLY) bind to their respective receptors, causing hyperpolar-

of intracellular calcium, bring about cell death, resulting
from the inability of ischemic/hypoxic conditions to meet
the high metabolic demands of excited neurons and the
triggering of destructive changes in the cell by increased
free calcium.

Intracellular free calcium is an activator of calcium-de-
pendent proteases, which destroy microtubules and other
structural proteins that maintain neuronal integrity. Cal-
cium activates phospholipases, which break down mem-
brane phospholipids and lead to lipid peroxidation and the
formation of oxygen-free radicals, which are toxic to cells.
Another consequence of activated phospholipase is the
formation of arachidonic acid and metabolites, including
prostaglandins, some of which constrict blood vessels and
further exacerbate hypoxia/ischemia. Calcium activates
cellular endonucleases, leading to DNA fragmentation and
the destruction of chromatin. In mitochondria, high cal-
cium induces swelling and impaired formation of ATP via
the Krebs cycle. Calcium is the primary toxic agent in EAA-
induced cytotoxicity.

In addition to calcium, nitric oxide (NO) is known to me-
diate EAA-induced cytotoxicity. Nitric oxide synthase
(NOS) activity is enhanced by NMDA receptor activation.
Neurons that exhibit NOS and, therefore, synthesize NO
are protected from NO, but NO released from NOS-ex-
pressing neurons in response to NMDA receptor activation
kills adjacent neurons.

Proposed new treatment strategies promise to enhance
survival of neurons in brain ischemic/hypoxic disorders.
These therapies include drugs that block specific subtypes
of glutamatergic receptors, such as the NMDA receptor,
which is most responsible for promoting high calcium lev-
els in the neuron. Other strategies include drugs that de-
stroy oxygen-free radicals, calcium ion channel blocking
agents, and NOS antagonists.
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@GABAergic neurotransmission. y-Aminobu-
tyric acid (GABA) is synthesized from gluta-
mate by the enzyme glutamic acid decarboxylase. Upon release
into the synaptic cleft, GABA can bind to GABA receptors
(GABA,, GABAg). The removal of GABA from the synaptic cleft
is primarily by uptake into the presynaptic neuron and surround-
ing glial cells. The conversion of GABA to succinic semialdehyde
is coupled to the conversion of a-ketoglutarate to glutamate by
the enzyme GABA-transaminase. In glia, glutamate is converted
into glutamine, which is transported back into the presynaptic
terminal for synthesis into GABA.

ization of the postsynaptic membrane. GABAergic neurons
represent the major inhibitory neurons of the CNS, whereas
glycinergic neurons are found in limited numbers, restricted
only to the spinal cord and brainstem. Glycinergic transmis-
sion has not been as well characterized as transmission using
GABA. therefore, only GABA will be discussed here.

The synthesis of GABA in neurons is by decarboxylation
of GLU by the enzyme glutamic acid decarboxylase, a
marker of GABAergic neurons. GABA is stored in vesicles
and released by exocytosis, leading to the stimulation of
postsynaptic receptors (Fig. 3.22).

There are two types of GABA receptors: GABA, and
GABAg. The GABA,4 receptor is a ligand-gated CI™ chan-
nel, and its activation produces IPSPs by increasing the in-
flux of CI™ ions. The increase in CI™ conductance is facili-
tated by benzodiazepines, drugs that are widely used to
treat anxiety. Activation of the GABAg receptor also pro-
duces IPSPs, but the IPSP results from an increase in K*
conductance via the activation of a G protein. Drugs that in-
hibit GABA transmission cause seizures, indicating a major
role for inhibitory mechanisms in normal brain function.

GABA is removed from the synaptic cleft by transport
into the presynaptic terminal and glial cells (astrocytes)

(Fig. 3.22). The GABA enters the Krebs cycle in both neu-
ronal and glial mitochondria and is converted to succinic
semialdehyde by the enzyme GABA-transaminase. This en-
zyme is also coupled to the conversion of a-ketoglutarate
to glutamate. The glutamate produced in the glial cell is
converted to glutamine. As in the recycling of glutamate,
glutamine is transported into the presynaptic terminal,
where it is converted into glutamate.

Neuropeptides. Neurally active peptides are stored in
synaptic vesicles and undergo exocytotic release in com-
mon with other neurotransmitters. Many times, vesicles
containing neuropeptides are colocalized with vesicles
containing another transmitter in the same neuron, and
both can be shown to be released during nerve stimulation.
In these colocalization instances, release of the peptide-
containing vesicles generally occurs at higher stimulation
frequencies than release of the vesicles containing nonpep-
tide neurotransmitters.

The list of candidate peptide transmitters continues to
grow; it includes well-known gastrointestinal hormones, pi-
tuitary hormones, and hypothalamic-releasing factors. As a
class, the neuropeptides fall into several families of pep-
tides, based on their origins, homologies in amino acid
composition, and similarities in the response they elicit at
common or related receptors. Table 3.2 lists some members
of each of these families.

TABLE 3.2 Some I?ecognized Neuropeptide Neuro-
transmitters

Neuropeptide

Amino Acid Composition

Opioids
Met-enkephalin
Leu-enkephalin

Tyr-Gly-Gly-Phe-Met-OH
Tyr-Gly-Gly-Phe-Leu-OH
Tyr-Gly-Gly-Phe-Leu-Arg-Arg-lle
Tyr-Gly-Gly-Phe-Met-Thr-Glu-Lys-Ser-
Gln-Thr-Pro-Leu-Val-Thr-Leu-Phe-
Lys-Asn-Ala-lle-Val-Lys-Asn-His-Lys-
Gly-Gln-OH

Dynorphin
B-Endorphin

Gastrointestinal peptides

Cholecystokinin Asp-Tyr-Met-Gly-Trp-Met-Asp-Phe-
octapeptide (CCK-8) NH,

Substance P Arg-Pro-Lys-Pro-Gln-Gln-Phe-Phe-
Gly-Leu-Met
His-Ser-Asp-Ala-Val-Phe-Thr-Asp-Asn-
Tyr-Thr-Arg-Leu-Arg-Lys-Gln-Met-Ala-
Val-Lys-Lys-Tyr-Leu-Asn-Ser-Ile-Leu-
Asn-NH,

Vasoactive intestinal
peptide

Hypothalamic and
pituitary peptides
Thyrotropin-releasing
hormone (TRH)

Somatostatin

Pyro-Glu-His-Pro-NH,

Ala-Gly-Cys-Asn-Phe-Phe-Trp-Lys-
Thr-Phe-Thr-Ser-Cys
Pyro-Glu-His-Trp-Ser-Tyr-Gly-Leu-
Arg-Pro-Gly

Luteinizing hormone-
releasing hormone
(LHRH)

Vasopressin Cys-Tyr-Phe-Gln-Asn-Cys-Pro-Arg-
Gly-NH,
Cys-Tyr-lle-Gln-Asn-Cys-Pro-Leu-
Gly-NH,

Oxytocin
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Peptides are synthesized as large prepropeptides in the
endoplasmic reticulum and are packaged into vesicles that
reach the axon terminal by axoplasmic transport. While in
transit, the prepropeptide in the vesicle is posttranslation-
ally modified by proteases that split it into small peptides
and by other enzymes that alter the peptides by hydroxy-
lation, amidation, sulfation, and so on. The products re-
leased by exocytosis include a neurally active peptide frag-
ment, as well as many unidentified peptides and enzymes
from within the vesicles.

The most common removal mechanism for synaptically
released peptides appears to be diffusion, a slow process
that ensures a longer-lasting action of the peptide in the
synapse and in the extracellular fluid surrounding it. Pep-
tides are degraded by proteases in the extracellular space;
some of this degradation may occur within the synaptic
cleft. There are no mechanisms for the recycling of peptide
transmitters at the axon terminal, unlike more classical
transmitters, for which the mechanisms for recycling, in-
cluding synthesis, storage, reuptake, and release, are con-
tained within the terminals. Accordingly, classical trans-
mitters do not exhaust their supply, whereas peptide
transmitters can be depleted in the axon terminal unless re-
plenished by a steady supply of new vesicles transported
from the soma.

Peptides can interact with specific peptide receptors lo-
cated on postsynaptic target cells and, in this sense, are
considered to be true neurotransmitters. However, pep-
tides can also modify the response of a coreleased transmit-
ter interacting with its own receptor in the synapse. In this
case, the peptide is said to be a modulator of the actions of
other neurotransmitters.

Opioids are peptides that bind to opiate receptors. They
appear to be involved in the control of pain information.
Opioid peptides include met-enkephalin, leu-enkephalin,
dynorphins, and B-endorphin. Structurally, they share ho-
mologous regions consisting of the amino acid sequence
Tyr-Gly-Gly-Phe. There are several opioid receptor sub-
types: B-endorphin binds preferentially to . receptors,
enkephalins bind preferentially to w and 8 receptors; and
dynorphin binds preferentially to k receptors.

Orriginally isolated in the 1930s, substance P was found
to have the properties of a neurotransmitter four decades
later. Substance P is a polypeptide consisting of 11 amino
acids, and is found in high concentrations in the spinal cord
and hypothalamus. In the spinal cord, substance P is local-
ized in nerve fibers involved in the transmission of pain in-
formation. It slowly depolarizes neurons in the spinal cord
and appears to use inositol 1,4,5-trisphosphate as a second
messenger. Antagonists that block the action of substance
P produce an analgesic effect. The opioid enkephalin also
diminishes pain sensation, probably by presynaptically in-
hibiting the release of substance P.

Many of the other peptides found throughout the CNS
were originally discovered in the hypothalamus as part of
the neuroendocrine system. Among the hypothalamic pep-
tides, somatostatin has been fairly well characterized in its
role as a transmitter. As part of the neuroendocrine system,
this peptide inhibits the release of growth hormone by the
anterior pituitary (see Chapter 32). About 90% of brain so-
matostatin, however, is found outside the hypothalamus.

Application of somatostatin to target neurons inhibits their
electrical activity, but the ionic mechanisms mediating this
inhibition are unknown.

Nitric Oxide and Arachidonic Acid. Recently a novel
type of neurotransmission has been identified. In this case,
membrane-soluble molecules diffuse through neuronal
membranes and activate “postsynaptic” cells via second
messenger pathways. Nitric oxide (NO) is a labile free-rad-
ical gas that is synthesized on demand from its precursor, L-
arginine, by nitric oxide synthase (NOS). Because NOS ac-
tivity is exquisitely regulated by Ca®*, the release of NO is
calcium-dependent even though it is not packaged into
synaptic vesicles.

Nitric oxide was first identified as the substance formed
by macrophages that allow them to kill tumor cells. NO
was also identified as the endothelial-derived relaxing fac-
tor in blood vessels before it was known to be a neuro-
transmitter. It is a relatively common neurotransmitter in
peripheral autonomic pathways and nitrergic neurons are
also found throughout the brain, where the NO they pro-
duce may be involved in damage associated with hypoxia
(see Clinical Focus Box 3.2). The effects of NO are medi-
ated through its activation of second messengers, particu-
larly guanylyl cyclase.

Arachidonic acid is a fatty acid released from phospho-
lipids in the membrane when phospholipase A2 is activated
by ligand-gated receptors. The arachidonic acid then dif-
fuses retrogradely to affect the presynaptic cell by activat-
ing second messenger systems. Nitric oxide can also act in
this retrograde fashion as a signaling molecule.

THE MAINTENANCE OF NERVE CELL FUNCTION

Neurons are highly specialized cells and, thus, have unique
metabolic needs compared to other cells, particularly with
respect to their axonal and dendritic extensions. The axons
of some neurons can exceed 1 meter long. Consider the
control of toe movement in a tall individual. Neurons in
the motor cortex of the brain have axons that must con-
nect with the appropriate motor neurons in the lumbar re-
gion of the spinal cord; these motor neurons, in turn, have
axons that connect the spinal cord to muscles in the toe.
An enormous amount of axonal membrane and intraaxonal
material must be supported by the cell bodies of neurons;
additionally, a typical motor neuron soma may be only 40
wm in diameter and support a total dendritic arborization
of 2 to 5 mm.

Another specialized feature of neurons is their intricate
connectivity. Mechanisms must exist to allow the appro-
priate connections to be made during development.

Proteins Are Synthesized in the Soma of Neurons

The nucleus of a neuron is large, and a substantial portion of
the genetic information it contains is continuously tran-
scribed. Based on hybridization studies, it is estimated that
one third of the genome in brain cells is actively transcribed,
producing more mRNA than any other kind of cell in the
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body. Because of the high level of transcriptional activity, the
nuclear chromatin is dispersed. In contrast, the chromatin in
nonneuronal cells in the brain, such as glial cells, is found in
clusters on the internal face of the nuclear membrane.

Most of the proteins formed by free ribosomes and
polyribosomes remain within the soma, whereas proteins
formed by rough endoplasmic reticulum (rough ER) are
exported to the dendrites and the axon. Polyribosomes
and rough ER are found predominantly in the soma of
neurons. Axons contain no rough ER and are unable
to synthesize proteins. The smooth ER is involved in
the intracellular storage of calcium. Smooth ER in
neurons binds calcium and maintains the intracellu-
lar cytoplasmic concentration at a low level, about 1077
M. Prolonged elevation of intracellular calcium leads to
neuronal death and degeneration (see Clinical Focus
Box 3.2).

The Golgi apparatus in neurons is found only in the
soma. As in other types of cells, this structure is engaged in
the terminal glycosylation of proteins synthesized in the
rough ER. The Golgi apparatus forms export vesicles for
proteins produced in the rough ER. These vesicles are re-
leased into the cytoplasm, and some are carried by axo-
plasmic transport to the axon terminals.

The Cytoskeleton Is the Infrastructure
for Neuron Form

The transport of proteins from the Golgi apparatus and the
highly specialized form of the neuron depend on the inter-
nal framework of the cytoskeleton. The neuronal cy-
toskeleton is made of microfilaments, neurofilaments, and
microtubules. Microfilaments are composed of actin, a
contractile protein also found in muscle. They are 4 to 5 nm
in diameter and are found in dendritic spines. Neurofila-
ments are found in both axons and dendrites and are
thought to provide structural rigidity. They are not found
in the growing tips of axons and dendritic spines, which are
more dynamic structures. Neurofilaments are about the size
of intermediate filaments found in other types of cells (10
nm in diameter). In other cell types, however, intermediate
filaments consist of one protein, whereas neurofilaments
are composed of three proteins. The core of neurofilaments
consists of a 70 kDa protein, similar to intermediate fila-
ments in other cells. The two other neurofilament proteins
are thought to be side arms that interact with microtubules.

Microtubules are responsible for the rapid movement of
material in axons and dendrites. They are 23 nm in diame-
ter and are composed of tubulin. In neurons, microtubules
have accessory proteins, called microtubule-associated
proteins (MAPs), thought to be responsible for the specific
distribution of material to dendrites or axons.

Mitochondria Are Important
for Synaptic Transmission

Mitochondria in neurons are highly concentrated in the re-
gion of the axon terminals. They produce ATP, which is re-
quired as a source of energy for many cellular processes. In
the axon terminal, mitochondria provide both a source of
energy for processes associated with synaptic transmission
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and substrates for the synthesis of certain neurotransmitter
chemicals, such as the amino acid glutamate. In addition,
mitochondria contain enzymes for degrading neurotrans-
mitter molecules, such as MAO, which degrades cate-
cholamines and 5-HT, and GABA-transaminase, which de-
grades GABA.

Transport Mechanisms Distribute Material
Needed by the Neuron and Its Fiber Processes

The shape of most cells in the body is relatively simple,
compared to the complexity of neurons, with their elabo-
rate axons and dendrites. Neurons have mechanisms for
transporting the proteins, organelles, and other cellular ma-
terials needed for the maintenance of the cell along the
length of axons and dendrites. These transport mechanisms
are capable of moving cellular components in an antero-
grade direction, away from the soma, or in a retrograde di-
rection, toward the soma (Fig. 3.23). Kinesin, an MAP, is
involved in anterograde transport of organelles and vesicles
via the hydrolysis of ATP. Retrograde transport of or-
ganelles and vesicles is mediated by dynein, another MAP.

In the axon, anterograde transport occurs at both slow
and fast rates. The rate of slow axoplasmic transport is 1 to
2 mm/day. Structural proteins, such as actin, neurofilaments,
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and microtubules, are transported at this speed. Slow axonal
transport is rate limiting for the regeneration of axons fol-
lowing neuronal injury. The rate of fast axoplasmic trans-
port is about 400 mm/day. Fast transport mechanisms are
used for organelles, vesicles, and membrane glycoproteins
needed at the axon terminal. In dendrites, anterograde trans-
port occurs at a rate of approximately 0.4 mm/day. Dendritic
transport also moves ribosomes and RNA, suggesting that
protein synthesis occurs within dendrites.

In retrograde axoplasmic transport, material is moved from
terminal endings to the cell body. This provides a mechanism
for the cell body to sample the environment around its synap-
tic terminals. In some neurons, maintenance of synaptic con-
nections depends on the transneuronal transport of trophic
substances, such as nerve growth factor, across the synapse.
After retrograde transport to the soma, nerve growth factor
activates mechanisms for protein synthesis.

Nerve Fibers Migrate and Extend
During Development and Regeneration

One of the major features that distinguishes differentiation
and growth in nerve cells from these processes in other types
of cells is the outgrowth of the axon that extends along a spe-
cific pathway to form synaptic connections with appropriate
targets. Axonal growth is determined largely by interactions
between the growing axon and the tissue environment. At the
leading edge of a growing axon is the growth cone, a flat
structure that gives rise to protrusions called filopodia.
Growth cones contain actin and are motile, with filopodia ex-
tending and retracting at a velocity of 6 to 10 wm/min. Newly
synthesized membranes in the form of vesicles are also found
in the growth cone and fuse with the growth cone as it ex-
tends. As the growth cone elongates, microtubules and neu-
rofilaments are added to the distal end of the fiber and par-

REVIEW QUESTIONS

tially extend into the growth cone. They are transported to
the growth cone by slow axoplasmic transport.

The direction of axonal growth is dictated, in part, by
cell adhesion molecules (CAMs), plasma membrane glyco-
proteins that promote cell adhesion. Neuron-glia-CAM
(N-CAM) is expressed in postmitotic neurons and is partic-
ularly prominent in growing axons and dendrites, which
migrate along certain types of glial cells that provide a
guiding path to target sites. The secretion of tropic factors
by target cells also influences the direction of axon growth.
When the proper target site is reached and synaptic con-
nections are formed, the processes of growth cone elonga-
tion and migration are terminated.

During the formation and maturation of specific neuronal
connections, the initial connections made are more wide-
spread than the final outcome. Some connections are lost,
concomitant with a strengthening of other connections. This
pruning of connections is a result of a selection process in
which the most electrically active inputs predominate and
survive and the less active contacts are lost. While the num-
ber of connections between different neurons decreases dur-
ing this process, the total number of synapses increases dra-
matically as the remaining connections grow stronger.

Growth cones are also present in axons that regenerate fol-
lowing injury. When axons are severed, the distal portion—
that is, the portion cut off from the cell body—degenerates.
The proximal portion of the axon then develops a growth
cone and begins to elongate. The signal to the cell body that
injury has occurred is the loss of retrogradely transported sig-
naling molecules normally derived from the axon terminal.
The success of neuronal regeneration depends on the severity
of the damage, the proximity of the damage to the cell body,
and the location of the neurons. Axons in the CNS regener-
ate less successfully than axons in the PNS. Neurons damaged
close to the cell body often die rather than regenerate because
so much of their membrane and cytoplasm is lost.

DIRECTIONS: Each of the numbered

(D) An outward sodium current

5. Tetanus toxin and botulinum toxin

items or incomplete statements in this
section is followed by answers or by
completions of the statement. Select the
ONE lettered answer or completion that is

BEST in each case.

1. A pharmacological or physiological
perturbation that increases the resting
Px/Pn, ratio for the plasma membrane
of a neuron would
(A) Lead to depolarization of the cell
(B) Lead to hyperpolarization of the
cell
(C) Produce no change in the value of
the resting membrane potential

2. The afterhyperpolarization phase of
the action potential is caused by
(A) An outward calcium current
(B) An inward chloride current
(C) An outward potassium current

. Saltatory conduction in myelinated

axons results from the fact that

(A) Salt concentration is increased
beneath the myelin segments

(B) Nongated ion channels are present
beneath the segments of myelin

(C) Membrane resistance is decreased
beneath the segments of myelin

(D) Voltage-gated sodium channels are
concentrated at the nodes of Ranvier
(E) Capacitance is decreased at the
nodes of Ranvier

. In individuals with multiple sclerosis,

regions of CNS axons lose their myelin
sheath. When this happens, the space
constant of these unmyelinated regions
would

(A) Not change

(B) Increase

(C) Decrease

exert their effects by disrupting the
function of SNARES, inhibiting

(A) Propagation of the action potential
(B) The function of voltage-gated ion
channels

(C) The docking and binding of
synaptic vesicles to the presynaptic
membrane

(D) The binding of transmitter to the
postsynaptic receptor

(E) The reuptake of neurotransmitter
by the presynaptic cell

. What property of the postsynaptic

neuron would optimize the
effectiveness of two closely spaced
axodendritic synapses?

(A) A high membrane resistance
(B) A high dendritic cytoplasmic
resistance

(C) A small cross-sectional area

(continued)
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(D) A small space constant
(E) A small time constant

7. A gardener was accidentally poisoned
by a weed killer that inhibits
acetylcholinesterase. Which of the
following alterations in neurochemical
transmission at brain cholinergic
synapses is the most likely result of this
poisoning?
(A) Blockade of cholinergic receptors
(B) A pileup of choline outside the
cholinergic neuron (in the synaptic
cleft)
(C) A pileup of acetylcholine outside
the cholinergic neuron (in the synaptic
cleft)
(D) Up-regulation of postsynaptic
cholinergic receptors
(E) Increased synthesis of choline
acetyltransferase

8. The major mode of removal of
catecholamines from the synaptic cleft is
(A) Diffusion
(B) Breakdown by MAO
(C) Reuptake by the presynaptic nerve
terminal
(D) Breakdown by COMT
(E) Endocytosis by the postsynaptic
neuron

9. A patient in the emergency department
exhibits psychosis. Pharmacological
intervention to decrease the psychosis
would most likely involve
(A) Blockade of dopaminergic
neurotransmission
(B) Stimulation of dopaminergic
neurotransmission
(C) Blockade of nitrergic
neurotransmission
(D) Stimulation of nitrergic
neurotransmission
(E) Blockade of cholinergic
neurotransmission
(F) Stimulation of cholinergic
transmission

10. Which class of neurotransmitter would
be most affected by a toxin that
disrupted microtubules within neurons?
(A) Amino acid transmitters

CELLULAR PHYSIOLOGY

(B) Catecholamine transmitters
(C) Membrane-soluble transmitters
(D) Peptide transmitters
(E) Second messenger transmitters

11.A teenager in the emergency department
exhibits convulsions. The friend who ac-
companied her indicated that she does
not have a seizure disorder. The friend
also indicated that the patient had in-
gested an unknown substance at a party.
From her symptoms, you suspect the
substance interfered with
(A) Epinephrine receptors
(B) GABA receptors
(C) Nicotinic receptors
(D) Opioid receptors
(E) Serotonin receptors

12.A 45-year-old lawyer complains of
nausea, vomiting, and a tingling feeling
in his extremities. He had dined on red
snapper with a client at a fancy seafood
restaurant the night before. His client
also became ill with similar symptoms.
Which of the following is the most
likely cause of his problem?
(A) Chronic demyelinating disorder
(B) Ingestion of a toxin that activates
sodium channels
(C) Ingestion of a toxin that blocks
sodium channels
(D) Ingestion of a toxin that blocks
nerve-muscle transmission
(E) Cerebral infarct (stroke)

13.A summated (compound) action
potential is recorded from the
affected peripheral nerve of a
patient with a demyelinating
disorder. Compared to a recording
from a normal nerve, the recording
from the patient will have a
(A) Greater amplitude
(B) Increased rate of rise
(C) Lower conduction velocity
(D) Shorter duration
afterhyperpolarization

14.A syndrome of muscle weakness
associated with certain types of lung
cancer is caused by antibodies against
components of the cancer plasma

CASE STUDIES FOR

membrane that cross-react with voltage-
gated calcium channels. The interaction
of the antibodies impairs ion channel
opening and would likely cause

(A) Decreased nerve conduction
velocity

(B) Delayed repolarization of axon
membranes

(C) Impaired release of acetylcholine
from motor nerve terminals

(D) More rapid upstroke of the nerve
action potential

(E) Repetitive nerve firing
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CASE STUDY FOR CHAPTER 1

Severe, Acute Diarrhea

A 29-year-old woman had spent the past 2 weeks visiting
her family in southern Louisiana. On the last night of her
visit, she consumed a dozen fresh oysters. Twenty-four
hours later, following her return home, she awoke with
nausea, vomiting, abdominal pain, and profuse watery di-
arrhea. She went into shock and was transported to the
emergency department, where she was found to be dehy-
drated and lethargic. She does not have an elevated tem-
perature, but her abdomen is distended. There is no ten-

Questions

derness to the abdomen, and her bowel sounds are hy-
peractive. Laboratory results show she is hypokalemic,
with a plasma potassium level of 1.4 mEg/L (normal val-
ues, 3.5 to 5.0 mEg/L). Plasma sodium and chloride levels
are slightly lower than normal, and plasma bicarbonate is
11 mEg/L (normal values, 22 to 28 mEqg/L). After oral rehy-
dration and antibiotic therapy, she rapidly improves and
is discharged on the fourth hospital day.

1. What disease is consistent with this patient’s symptoms?
2. Describe the pathophysiology associated with this disease.
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Answers to Case Study Questions for Chapter 1

1. The disease consistent with the symptoms of this patient is
cholera. Cholera is a self-limiting disease characterized by
acute diarrhea and dehydration without febrile symptoms
(no fever). The microorganism responsible for this disease
is Vibrio cholerae. The ingestion of water or food that has
been contaminated with feces or vomitus of an individual
transmits the bacterium, causing the disease.

2. The pathophysiology associated with this disease is related to
the production of a toxin by the V. cholerae bacterium. The
toxin has two subunits (« and ). The a subunit causes the ac-
tivation of adenylyl cyclase (AC) and the 8 subunit recognizes
and binds to an apical (facing the lumen of the intestine)
membrane component of intestinal epithelial cells, causing
the toxin to become engulfed into the cell. Inside the cell, the
toxin is transported to the basolateral membrane, where the o
subunit ADP-ribosylates the Gs protein. ADP-ribosylation of
G, results in inhibition of the GTPase activity of the Gg subunit
and the stabilization of the G protein in an active or “on” con-
formation. The continuous stimulation of AC and concomitant
sustained production of cAMP result in opening of a chloride
channel in the apical plasma membrane. This produces net
chloride secretion, with sodium and water following. Bicar-
bonate and potassium ions are also lost in the stool. The loss
of water and electrolytes in diarrheal fluid can be so severe
(20 L/day) that it may be fatal.

CASE STUDY FOR CHAPTER 2

Cystic Fibrosis

A 12-month-old baby is brought to a pediatrician’s office
because the parents are concerned about a recurrent
cough and frequent foul-smelling stools. The doctor has
followed the child from birth and notices that the baby’s
weight has remained below the normal range. A chest X-
ray reveals hyperinflation consistent with the obstruction
of small airways.

Questions

1. What is the explanation for the frequent stools and poor
growth?

2. What is causing obstruction of the small airways?

3. What is the fundamental defect at the molecular level that
underlies these symptoms?

Answers to Case Study Questions for Chapter 2

1. Impaired secretion of chloride ions by epithelial cells of pan-
creatic ducts limits the function of a CI”/HCO3;™ exchanger
to secrete bicarbonate. Secretion of Na™ is also impaired,
and the resultant failure to secrete NaHCO ; retards water
movement into the ducts. Mucus in the ducts becomes de-
hydrated and thick and blocks the delivery of pancreatic en-
zymes. The deficiency of pancreatic enzymes in the intes-
tinal lumen leads to malabsorption of protein and fats,
hence, the malnutrition and frequent malodorous stools.

2. An analogous mechanism in the epithelial cells of small air-
ways results in reduced secretion of NaCl and retardation of
water movement. The dehydrated mucus cannot be cleared
from the small airways and not only obstructs them but also
traps bacteria that initiate localized infections.

3. The defect in chloride transport is a result of mutations in
the gene for the chloride channel known as the cystic fi-
brosis transmembrane regulator (CFTR). Some mutated
forms of the CFTR protein are destroyed in the epithelial cell
before they reach the apical plasma membrane; other muta-
tions result in a CFTR protein that is inserted in the plasma
membrane but functions abnormally.

Reference
Quinton PM. Physiological basis of cystic fibrosis: A historical
perspective. Physiol Rev 1999;79(Suppl):S3-S22.

CASE STUDY FOR CHAPTER 3

Episodic Ataxia

A 3-year-old child was brought to the pediatrician be-
cause of visible muscle twitching. The parents de-
scribed the twitches as looking like worms crawling un-
der the skin. The child also periodically complained that
her legs hurt, and the mother reported she could feel
that the child’s leg muscles were somewhat rigid at
these times. Occasionally, the child would exhibit a loss
of motor coordination (ataxia) that lasted 20 to 30 min-
utes; these episodes sometimes followed exertion or
startle. Neurological function seemed normal between
these episodes; the parents reported that the child’s
motor development seemed similar to that of their
older child. The neurological examination confirms the
parents’ perception. Electromyographic analysis of the
child’s leg muscles indicate no abnormality in muscle
membrane responses and a muscle biopsy is histologi-
cally normal. Spinal anesthesia eliminated the muscle
twitching. The child’s mother indicates that one of the
child’s sisters also had frequent muscle twitches as a
child, but did not have episodes of ataxia.

Questions

1. What is the likely source of the abnormal muscle activity?

2. What information in the presentation supports your answer
to question 1?

3. Spontaneous muscle twitches indicate hyperexcitability of
nerve or muscle. If this hyperexcitability is a result of an ab-
normality in action potential repolarization, what channels
associated with the nerve action potential might lead to this
condition?

Answers to Case Study Questions for Chapter 3

1. The abnormal muscle activity derives from the motor neu-
rons.

2. Spontaneous muscle twitching could be a result of a defect
in the muscle, the motor neurons that control the muscle,
the neuromuscular junction (synapse), or the central nerv-
ous system elements that control spinal motor neurons. The
description of muscle twitches that look like worms crawl-
ing under the skin indicates that individual motor units are
firing randomly and spontaneously. (A motor unit is one
motor neuron and all of the muscle fibers it innervates.) The
muscle biopsy and electromyographic studies indicate it is
not the muscle. Spinal anesthesia eliminates the muscle
twitching indicating that the defect is at the level of the mo-
tor neurons.

3. The nerve action potential may fail to repolarize properly if
there is a defect in the inactivation of voltage-gated sodium
channels or in the activation of voltage-gated potassium
channels. Genetic analysis in this individual, whose diagno-
sis is episodic ataxia with myokymia, would indicate a mu-
tation in the potassium channel.

References

Adelman JP, Bond CT, Pessia M, Maylie J. Episodic ataxia re-
sults from voltage-dependent potassium channels with altered
functions. Neuron 1995;15:1449-1454.
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m THE GENERAL PROBLEM OF SENSATION

KEY CONCEPTS

H SPECIFIC SENSORY RECEPTORS

. Sensory transduction takes place in a series of steps, start-

ing with stimuli from the external or internal environment
and ending with neural processing in the central nervous
system.

. The structure of sensory organs optimizes their response

to the preferred types of stimuli.

. A stimulus gives rise to a generator potential, which, in

turn, causes action potentials to be produced in the associ-
ated sensory nerve.

. The speeds of adaptation of particular sensory receptors

are related to their biological roles.

. Specific sensory receptors for a variety of types of tactile

stimulation are located in the skin.

. Somatic pain is associated with the body surface and the

musculature; visceral pain is associated with the internal
organs.

. The sensory function of the eyeball is determined by struc-

tures that form and adjust images and by structures that
transform images into neural signals.

. The retina contains several cell types, each with a specific

role in the process of visual transduction.

. The rod cells in the retina have a high sensitivity to light but

produce indistinct images without color, while the cones pro-
vide sharp color vision with less sensitivity to light.

. The visual transduction process requires many steps, be-

ginning with the absorption of light and ending with an
electrical response.

11

12.

13.

14.

15.

16.

17.

. The outer ear receives sound waves and passes them to

the middle ear; they are modified and passed to the inner
ear, where the process of sound transduction takes place.
The transmission of sound through the middle ear greatly
increases the efficiency of its detection, while its protective
mechanisms guard the inner ear from damage caused by
extremely loud sounds. Disturbances in this transmission
process can lead to hearing impairments.

Sound vibrations enter the cochlea through the oval win-
dow and travel along the basilar membrane, where their
energy is transformed into neural signals in the organ

of Corti.

Displacements of the basilar membrane cause deformation
of the hair cells, the ultimate transducers of sound. Differ-
ent sites along the basilar membrane are sensitive to dif-
ferent frequencies.

The vestibular apparatus senses the position of the head
and its movements by detecting small deflections of its
sensory structures.

Taste is mediated by sensory epithelial cells in the taste
buds. There are five fundamental taste sensations: sweet,
sour, salty, bitter, and umami.

Smell is detected by nerve cells in the olfactory mucosa.
Thousands of different odors can be detected and distin-
guished.
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he survival of any organism, human included, de-

pends on having adequate information about the ex-
ternal environment, where food is to be found and where
hazards abound. Equally important for maintaining the
function of a complex organism is information about the
state of numerous internal bodily processes and functions.
Events in our external and internal worlds must first be
translated into signals that our nervous systems can
process. Despite the wide range of types of information to
be sensed and acted on, a small set of common principles
underlie all sensory processes.

This chapter discusses the functions of the organs that
permit us to gather this information, the sensory receptors.
The discussion emphasizes somatic sensations, those deal-
ing with the external aspect of the body, and does not
specifically treat visceral sensations, those that come from
internal organs.

THE GENERAL PROBLEM OF SENSATION

While the human body contains a very large number of dif-
ferent sensory receptors, they have many functional fea-
tures in common. Some basic themes are shared by almost
all receptors, and the wide variety of specialized functions
is a result of structural and physiological adaptations that
adapt a particular receptor for its role in the overall econ-
omy of an organism.

Sensory Receptors Translate Energy From the
Environment Into Biologically Useful Information

The process of sensation essentially involves sampling se-
lected small amounts of energy from the environment
and using it to control the generation of action potentials
or nerve impulses (see Fig. 4.1). This process is the func-
tion of sensory receptors, biological structures that can
be as simple as a free nerve ending or as complicated as
the human eye or ear. The pattern of sensory action po-
tentials, along with the specific nature of the sensory re-
ceptor and its nerve pathways in the brain, provide an in-
ternal representation of a specific component of the
external world. The process of sensation is a portion of
the more complex process of perception, in which sen-
sory information is integrated with previously learned in-
formation and other sensory inputs, enabling us to make
judgments about the quality, intensity, and relevance of
what is being sensed.

The Nature of Environmental Stimuli. A factor in the
environment that produces an effective response in a sen-
sory receptor is called a stimulus. Stimuli involve ex-
changes of energy between the environment and the re-
ceptors. Typical stimuli include electromagnetic
quantities, such as radiant heat or light; mechanical quan-
tities, such as pressure, sound waves, and other vibrations;
and chemical qualities, such as acidity and molecular shape
and size. Common to all these types of stimuli is the prop-
erty of intensity, a measure of the energy content (or con-
centration, in the case of chemical stimuli) available to in-
teract with the sensory receptor. It is not surprising,
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@A basic model for the translation of an en-
vironmental stimulus into a perception.
While the details vary with each type of sensory modality, the
overall process is similar.

therefore, that a fundamental property of receptors is their
ability to respond to different intensities of stimulation
with an appropriate output. Also related to receptor func-
tion is the concept of sensory modality. This term refers
to the kind of sensation, which may range from the rela-
tively general modalities of taste, smell, touch, sight, and
hearing (the traditional five senses), to more complex sen-
sations, such as slipperiness or wetness. Many sensory
modalities are a combination of simpler sensations; the
sensation of wetness is composed of sensations of pressure
and temperature. (Try placing your hand in a plastic bag
and immersing it in cold water. Although the skin will re-
main dry, the perception will be one of wetness.)

[t is often difficult to communicate a precise definition
of a sensory modality because of the subjective perception
or affect that accompanies it. This property has to do with
the psychological feeling attached to the stimulus. Some
stimuli may give rise to an impression of discomfort or
pleasure apart from the primary sensation of, for example,
cold or touch. Previous experience and learning play a role
in determining the affect of a sensory perception.

Some sensory receptors are classified by the nature of the
signals they sense. For example, photoreceptors sense light
and serve a visual function. Chemoreceptors detect chemi-
cal signals and serve the senses of taste and smell, as well as
detecting the presence of specific substances in the body.
Mechanoreceptors sense physical deformation, serve the
senses of touch and hearing, and can detect the amount of
stress in a tendon or muscle; and thermal receptors detect
heat (or its relative lack). Other sensory receptors are classi-
fied by their "vantage point” in the body. Among these, ex-
teroceptors detect stimuli from outside the body; entero-
ceptors detect internal stimuli; proprioceptors (receptors of
"one's own") provide information about the positions of
joints and about muscle activity and the orientation of the
body in space. Nociceptors (pain receptors) detect noxious
agents, both internally and externally.



The Specificity of Sensory Receptors. Most sensory re-
ceptors respond preferentially to a single kind of environ-
mental stimulus. The usual stimulus for the eye is light; that
for the ear is sound. This specificity is due to several features
that match a receptor to its preferred stimulus. In many
cases, accessory structures, such as the lens of the eye or
the structures of the outer and middle ears, enhance the spe-
cific sensitivity of the receptor or exclude unwanted stimuli.
Often these accessory structures are a control system that
adjusts their sensitivity according to the information being
received (Fig. 4.1). The usual and appropriate stimulus for a
receptor is called its adequate stimulus. For the adequate
stimulus, the receptor has the lowest threshold, the lowest
stimulus intensity that can be reliably detected. A threshold
is often difficult to measure because it can vary over time
and with the presence of interfering stimuli or the action of
accessory structures. Although most receptors will respond
to stimuli other than the adequate stimulus, the threshold
for inappropriate stimuli is much higher. For example, gen-
tly pressing the outer corner of the eye will produce a visual
sensation caused by pressure, not light; extremes of temper-
ature may be perceived as pain. Almost all receptors can be

stimulated electrically to produce sensations that mimic the
one usually associated with that receptor.

©

. ﬁ
"‘_ Stimulator
@ —20
Deflection H
of receptor -
—40
@ / mv.
~| L=
> —60 —
>~ |
Recording
electrodes

\\\@

CHAPTER 4 Sensory Physiology 65

The central nervous pathway over which sensory infor-
mation travels is also important in determining the nature
of the perception; information arriving by way of the optic
nerve, for example, is always perceived as light and never as
sound. This is known as the concept of the labeled line.

The Process of Sensory Transduction Changes
Stimuli Into Biological Information

This section focuses on the actual function of the sensory
receptor in translating environmental energy into action
potentials, the fundamental units of information in the
nervous system. A device that performs such a translation is
called a transducer; sensory receptors are biological trans-
ducers. The sequence of electrical events in the sensory
transduction process is shown in Figure 4.2.

The Generator Potential. The sensory receptor in this
example is a mechanoreceptor. Deformation or deflection
of the tip of the receptor gives rise to a series of action po-
tentials in the sensory nerve fiber leading to the central
nervous system (CNS). The stimulus (1) is applied at the
tip of the receptor, and the deflection (2) is held constant
(dotted lines). This deformation of the receptor causes a
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@The relation between an applied stimulus and the production of sensory nerve action

potentials. (See text for details.)
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portion of its cell membrane (shaded region [3]) to be-
come more permeable to positive ions (especially sodium).
The increased permeability of the membrane leads to a lo-
calized depolarization, called the generator potential. At
the depolarized region, sodium ions enter the cell down
their electrochemical gradient, causing a current to flow in
the extracellular fluid. Because current is flowing into the
cell at one place, it must flow out of the cell in another
place. It does this at a region of the receptor membrane (4)
called the impulse initiation region (or coding region) be-
cause here the flowing current causes the cell membrane to
produce action potentials at a frequency related to the
strength of the current caused by the stimulus. These cur-
rents, called local excitatory currents, provide the link be-
tween the formation of the generator potential and the ex-
citation of the nerve fiber membrane.

In complex sensory organs that contain a great many in-
dividual receptors, the generator potential may be called a
receptor potential, and it may arise from several sources
within the organ. Often the receptor potential is given a
special name related to the function of the receptor; for ex-
ample, in the ear it is called the cochlear microphonic,
while an electroretinogram may be recorded from the eye.
Note that in the eye the change in receptor membrane po-
tential associated with the stimulus of light is a hyperpolar-
ization, not a depolarization.

The production of the generator potential is of critical
importance in the transduction process because it is the
step in which information related to stimulus intensity and
duration is transduced. The strength (intensity) of the stim-
ulus applied (in Fig. 4.2, the amount of deflection) deter-
mines the size of the generator potential depolarization.
Varying the intensity of the stimulation will correspond-
ingly vary the generator potential, although the changes
will not usually be directly proportional to the intensity.
This is called a graded response, in contrast to the all-or-
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none response of an action potential, and it causes a similar
gradation of the strength of the local excitatory currents.
These, in turn, determine the amount of depolarization
produced in the impulse initiation region (4) of the recep-
tor, and events in this region constitute the next important
link in the process.

The Initiation of Nerve Impulses

Figure 4.3 shows a variety of possible events in the impulse
initiation region. The threshold (colored line) is a critical
level of depolarization; membrane potential changes be-
low this level are caused by the local excitatory currents
and vary in proportion to them, while the membrane ac-
tivity above the threshold level consists of locally pro-
duced action potentials. The lower trace shows a series of
different stimuli applied to the receptor, and the upper
trace shows the resulting electrical events in the impulse
initiation region.

No stimulus is given at A, and the membrane voltage is at
the resting potential. At B, a small stimulus is applied, pro-
ducing a generator potential too small to bring the impulse
initiation region membrane to threshold, and no action po-
tential activity results. (Such a stimulus would not be sensed
at all.) A brief stimulus of greater intensity is given at C; the
resulting generator potential displacement is of sufficient
amplitude to trigger a single action potential. As in all ex-
citable and all-or-none nerve membranes, the action poten-
tial is immediately followed by repolarization, often to a
level that transiently hyperpolarizes the membrane poten-
tial because of temporarily high potassium conductance.
Since the brief stimulus has been removed by this time, no
further action potentials are produced. A longer stimulus of
the same intensity (D) produces repetitive action potentials
because as the membrane repolarizes from the action po-
tential, local excitatory currents are still flowing. They bring
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mSensory nerve activity with different stimu-

lus intensities and durations. A, With no
stimulus, the membrane is at rest. B, A subthreshold stimulus pro-
duces a generator potential too small to cause membrane excita-

tion. C, A brief, but intense, stimulus can cause a single action po-
tential. D, Maintaining this stimulus leads to a train of action po-
tentials. E, Increasing the stimulus intensity leads to an increase in
the action potential firing rate.



the repolarized membrane to threshold at a rate propor-
tional to their strength. During this time interval, the fast
sodium channels of the membrane are being reset, and an-
other action potential is triggered as soon as the membrane
potential reaches threshold. As long as the stimulus is main-
tained, this process will repeat itself at a rate determined by
the stimulus intensity. If the intensity of the stimulus is in-
creased (E), the local excitatory currents will be stronger
and threshold will be reached more rapidly. This will result
in a reduction of the time between each action potential
and, as a consequence, a higher action potential frequency.
This change in action potential frequency is critical in com-
municating the intensity of the stimulus to the CNS.

Adaptation. The discussion thus far has depicted the
generator potential as though it does not change when a
constant stimulus is applied. Although this is approximately
correct for a few receptors, most will show some degree of
adaptation. In an adapting receptor, the generator poten-
tial and, consequently, the action potential frequency will
decline even though the stimulus is maintained. Part A of
Figure 4.4 shows the output from a receptor in which there
is no adaptation. As long as the stimulus is maintained,
there is a steady rate of action potential firing. Part B shows
slow adaptation; as the generator potential declines, the in-
terval between the action potentials increases correspond-
ingly. Part C demonstrates rapid adaptation; the action po-
tential frequency falls rapidly and then maintains a constant
slow rate that does not show further adaptation. Responses
in which there is little or no adaptation are called tonic,
whereas those in which significant adaptation occurs are
called phasic. In some cases, tonic receptors may be called
intensity receptors, and phasic receptors called velocity
receptors. Many receptors—muscle spindles, for exam-
ple—show a combination of responses; on application of a
stimulus, a rapidly adapting phasic response is followed by
a steady tonic response. Both of these responses may be
graded by the intensity of the stimulus. As a receptor
adapts, the sensory input to the CNS is reduced, and the
sensation is perceived as less intense.

The phenomenon of adaptation is important in prevent-
ing “sensory overload,” and it allows less important or un-
changing environmental stimuli to be partially ignored.
When a change occurs, however, the phasic response will
occur again, and the sensory input will become temporarily
more noticeable. Rapidly adapting receptors are also im-
portant in sensory systems that must sense the rate of
change of a stimulus, especially when its intensity can vary
over a range that would overload a tonic receptor.

Receptor adaptation can occur at several places in the
transduction process. In some cases, the receptor’s sensitiv-
ity is changed by the action of accessory structures, as in
the constriction of the pupil of the eye in the presence of
bright light. This is an example of feedback-controlled
adaptation; in the sensory cells of the eye, light-controlled
changes in the amounts of the visual pigments also can
change the basic sensitivity of the receptors and produce
adaptation. As mentioned above, adaptation of the genera-
tor potential can produce adaptation of the overall sensory
response. Finally, the phenomenon of accommodation in
the impulse initiation region of the sensory nerve fiber can
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is often related to a decline in the generator po-
tential with time. A, The generator potential is maintained with-

out decline, and the action potential frequency remains constant.

B, A slow decline in the generator potential is associated with

slow adaptation. C, In a rapidly adapting receptor, the generator
potential declines rapidly.

slow the rate of action potential production even though
the generator potential may show no change. Accommo-
dation refers to a gradual increase in threshold caused by
prolonged nerve depolarization, resulting from the inacti-
vation of sodium channels.

The Perception of Sensory Information Involves
Encoding and Decoding

After the acquisition of sensory stimuli, the process of per-
ception involves the subsequent encoding and transmission of
the sensory signal to the central nervous system. Further pro-
cessing or decoding yields biologically useful information.

Encoding and Transmission of Sensory Information.
Environmental stimuli that have been partially processed
by a sensory receptor must be conveyed to the CNS in such
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a way that the complete range of the intensity of the stim-
ulus is preserved.

Compression. The first step in the encoding process is
compression. Even when the receptor sensitivity is modi-
fied by accessory structures and adaptation, the range of in-
put intensities is quite large, as shown in Figure 4.5. At the
left is a 100-fold range in the intensity of a stimulus. At the
right is an intensity scale that results from events in the sen-
sory receptor. In most receptors, the magnitude of the gen-
erator potential is not exactly proportional to the stimulus
intensity; it increases less and less as the stimulus intensity
increases. The frequency of the action potentials produced
in the impulse initiation region is also not proportional to
the strength of the local excitatory currents; there is an up-
per limit to the number of action potentials per second be-
cause of the refractory period of the nerve membrane.
These factors are responsible for the process of compres-
sion; changes in the intensity of a small stimulus cause a
greater change in action potential frequency than the same
change would cause if the stimulus intensity were high. As
aresult, the 100-fold variation in the stimulus is compressed
into a threefold range after the receptor has processed the
stimulus. Some information is necessarily lost in this
process, but integrative processes in the CNS can restore
the information or compensate for its absence. Physiologi-
cal evidence for compression is based on the observed non-
linear (logarithmic or power function) relation between the
actual intensity of a stimulus and its perceived intensity.

Information Transfer. The next step is to transfer the
sensory information from the receptor to the CNS. The en-
coding processes in the receptors have already provided
the basis for this transfer by producing a series of action po-
tentials related to the stimulus intensity. A special process
is necessary for the transfer because of the nature of the
conduction of action potentials. As an action potential trav-
els along a nerve fiber, it is sequentially recreated at a se-
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quence of locations along the nerve. Its duration and am-
plitude do not change. The only information that can be
conveyed by a single action potential is its presence or ab-
sence. However, relationships between and among action
potentials can convey large amounts of information, and
this is the system found in the sensory transmission process.
This biological process can be explained by analogy to a
physical system such as that used for transmission of signals
in communications systems.

Figure 4.6 outlines a hypothetical frequency-modulated
(FM) encoding, transmission, and reception system. An in-
put signal provided by some physical quantity (1) is con-
tinuously measured and converted into an electrical signal
(2), analogous to the generator potential, whose amplitude
is proportional to the input signal. This signal then controls
the frequency of a pulse generator (3), as in the impulse ini-
tiation region of a sensory nerve fiber. Like action poten-
tials, these pulses are of a constant height and duration, and
the amplitude information of the original input signal is
now contained in the intervals between the pulses. The re-
sulting signals may be sent along a transmission line (anal-
ogous to a nerve pathway) to some distant point, where
they produce an electrical voltage (4) proportional to the
frequency of the arriving pulses. This voltage is a replica of
the input voltage (2) and is not affected by changes in the
amplitude of the pulses as they travel along the transmis-
sion line. Further processing can produce a graphic record
(5) of the input data. In a biological system, these latter
functions are accompanied by processing and interpreta-

tion in the CNS.

The Interpretation of Sensory Information. The interpre-
tation of encoded and transmitted information into a per-
ception requires several other factors. For instance, the in-
terpretation of sensory input by the CNS depends on the
neural pathway it takes to the brain. All information arriving
on the optic nerves is interpreted as light, even though the
signal may have arisen as a result of pressure applied to the
eyeball. The localization of a cutaneous sensation to a par-
ticular part of the body also depends on the particular path-
way it takes to the CNS. Often a sensation (usually pain)
arising in a visceral structure (e.g., heart, gallbladder) is per-
ceived as coming from a portion of the body surface, be-
cause developmentally related nerve fibers come from these
anatomically different regions and converge on the same
spinal neurons. Such a sensation is called referred pain.

SPECIFIC SENSORY RECEPTORS

The remainder of this chapter surveys specific sensory re-
ceptors, concentrating on the special senses. These tradi-
tionally include cutaneous sensation (touch, temperature,
etc.), sight, hearing, taste, and smell.

Cutaneous Sensation Provides Information From
the Body Surface

The skin is richly supplied with sensory receptors serving
the modalities of touch (light and deep pressure), tempera-
ture (warm and cold), and pain, as well as the more compli-
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Because signals of varying amplitude cannot be
transmitted along a nerve fiber, specific intensity information is
transformed into a corresponding action potential frequency, and
CNS processes decode the nerve activity into biologically useful

cated composite modalities of itch, tickle, wet, and so on.
By using special probes that deliver highly localized stimuli
of pressure, vibration, heat, or cold, the distribution of cu-
taneous receptors over the skin can be mapped. In general,
areas of skin used in tasks requiring a high degree of spatial
localization (e.g., fingertips, lips) have a high density of
specific receptors, and these areas are correspondingly well
represented in the somatosensory areas of the cerebral cor-
tex (see Chapter 7).

Tactile Receptor. Several receptor types serve the sensa-
tions of touch in the skin (Fig. 4.7). In regions of hairless
skin (e.g., the palm of the hand) are found Merkel's disks,
Meissner's corpuscles, and pacinian corpuscles. Merkel's
disks are intensity receptors (located in the lowest layers of
the epidermis) that show slow adaptation and respond to
steady pressure. Meissner's corpuscles adapt more rapidly
to the same stimuli and serve as velocity receptors. The
Pacinian corpuscles are very rapidly adapting (accelera-
tion) receptors. They are most sensitive to fast-changing
stimuli, such as vibration. In regions of hairy skin, small

Time
information. The steps in the process are shown at the left, with
the parts of a physical system that perform them (FM, frequency

modulation). At the right are the analogous biological steps in-
volved in the same process.

hairs serve as accessory structures for hair-follicle recep-
tors, mechanoreceptors that adapt more slowly. Ruffini
endings (located in the dermis) are also slowly adapting re-
ceptors. Merkel's disks in areas of hairy skin are grouped
into tactile disks. Pacinian corpuscles also sense vibrations
in hairy skin. Nonmyelinated nerve endings, also usually
found in hairy skin, appear to have a limited tactile function
and may sense pain.

Temperature Sensation. From a physical standpoint,
warm and cold represent values along a temperature contin-
uum and do not differ fundamentally except in the amount
of molecular motion present. However, the familiar subjec-
tive differentiation of the temperature sense into “warm” and
“cold” reflects the underlying physiology of the two popula-
tions of receptors responsible for thermal sensation.
Temperature receptors (thermoreceptors) appear to be
naked nerve endings supplied by either thin myelinated
fibers (cold receptors) or nonmyelinated fibers (warm re-
ceptors) with low conduction velocity. Cold receptors
form a population with a broad response peak at about
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30°C; the warm receptor population has its peak at about

43°C (Fig. 4.8). Both sets of receptors share some common

features:

e They are sensitive only to thermal stimulation.

e They have both a phasic response that is rapidly adapt-
ing and responds only to temperature changes (in a fash-
ion roughly proportional to the rate of change) and a
tonic (intensity) response that depends on the local
temperature.

The density of temperature receptors differs at different
places on the body surface. They are present in much lower
numbers than cutaneous mechanoreceptors, and there are
many more cold receptors than warm receptors.

The perception of temperature stimuli is closely related
to the properties of the receptors. The phasic component
of the response is apparent in our adaptation to sudden im-
mersion in, for example, a warm bath. The sensation of
warmth, apparent at first, soon fades away, and a less in-
tense impression of the steady temperature may remain.
Moving to somewhat cooler water produces an immediate
sensation of cold that soon fades away. Over an intermedi-
ate temperature range (the “comfort zone"), there is no ap-
preciable temperature sensation. This range is approxi-
mately 30 to 36°C for a small area of skin; the range is
narrower when the whole body is exposed. Outside this

range, steady temperature sensation depends on the ambi-
ent (skin) temperature. At skin temperatures lower than
17°C, cold pain is sensed, but this sensation arises from
pain receptors, not cold receptors. At very high skin tem-
peratures (above 45°C), there is a sensation of paradoxical
cold, caused by activation of a part of the cold receptor
population.

Temperature perception is subject to considerable pro-
cessing by higher centers. While the perceived sensations
reflect the activity of specific receptors, the phasic compo-
nent of temperature perception may take many minutes to
be completed, whereas the adaptation of the receptors is
complete within seconds.

Pain. The familiar sensation of pain is not limited to cu-
taneous sensation; pain coming from stimulation of the
body surface is called superficial pain, while that arising
from within muscles, joints, bones, and connective tissue is
called deep pain. These two categories comprise somatic
pain. Visceral pain arises from internal organs and is often
due to strong contractions of visceral muscle or its forcible
deformation.

Pain is sensed by a population of specific receptors
called nociceptors. In the skin, these are the free endings of
thin myelinated and nonmyelinated fibers with characteris-
tically low conduction velocities. They typically have a
high threshold for mechanical, chemical, or thermal stimuli
(or a combination) of intensity sufficient to cause tissue de-
struction. The skin has many more points at which pain can
be elicited than it has mechanically or thermally sensitive
sites. Because of the high threshold of pain receptors (com-
pared with that of other cutaneous receptors), we are usu-
ally unaware of their existence.

Superficial pain may often have two components: an im-
mediate, sharp, and highly localizable initial pain; and, af-
ter a latency of about 1 second, a longer-lasting and more
diffuse delayed pain. These two submodalities appear to be
mediated by different nerve fiber endings. In addition to
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-the skin. The skin temperature was held at dif-
ferent values while nerve impulses were recorded from representa-
tive fibers leading from each receptor type. (Modified from Ken-

shalo. In: Zotterman Y. Sensory Functions of Skin in Primates.
Oxford: Pergamon, 1976.)



their normally high thresholds, both cutaneous and deep
pain receptors show little adaptation, a fact that is unpleas-
ant but biologically necessary. Deep and visceral pain ap-
pear to be sensed by similar nerve endings, which may also
be stimulated by local metabolic conditions, such as is-
chemia (lack of adequate blood flow, as may occur during
the heart pain of angina pectoris).

The free nerve endings mediating pain sensation are
anatomically distinct from other free nerve endings in-
volved in the normal sensation of mechanical and thermal
stimuli. The functional differences are not microscopically
evident and are likely to relate to specific elements in the
molecular structure of the receptor cell membrane.

The Eye Is a Sensor for Vision

The eye is an exceedingly complex sensory organ, involv-
ing both sensory elements and elaborate accessory struc-
tures that process information both before and after it is de-
tected by the light-sensitive cells. A satisfactory
understanding of vision involves a knowledge of some of
the basic physics of light and its manipulation, in addition
to the biological aspects of its detection.

The Properties of Light and Lenses. The adequate stim-
ulus for human visual receptors is light, which may be de-
fined as electromagnetic radiation between the wave-
lengths of 770 nm (red) and 380 nm (violet). The familiar
colors of the spectrum all lie between these limits. A wide
range of intensities, from a single photon to the direct light
of the sun, exists in nature.

As with all such radiation, light rays travel in a straight
line in a given medium. Light rays are refracted or bent as
they pass between media (e.g., glass, air) that have different
refractive indices. The amount of bending is determined
by the angle at which the ray strikes the surface; if the an-
gle is 90°, there is no bending, while successively more
oblique rays are bent more sharply. A simple prism (Fig.
4.9A) can, therefore, cause a light ray to deviate from its
path and travel in a new direction. An appropriately chosen
pair of prisms can turn parallel rays to a common point (Fig.
4.9B). A convex lens may be thought of as a series of such
prisms with increasingly more bending power (Fig. 4.9C,
D), and such a lens, called a converging lens or positive
lens, will bring an infinite number of parallel rays to a com-
mon point, called the focal point. A converging lens can
form a real image. The distance from the lens to this point
is its focal length (FL), which may be expressed in meters.
A convex lens with less curvature has a longer focal length
(Fig. 4.9E). Often the diopter (D), which is the inverse of
the focal length (1/FL), is used to describe the power of a
lens. For example, a lens with a focal length of 0.5 meter has
a power of 2 D. An advantage of this system is that dioptric
powers are additive; two convex lenses of 25 D each will
function as a single lens with a power of 50 D when placed
next to each other (Fig. 4.9F).

A concave lens causes parallel rays to diverge (Fig.
4.9QG). Its focal length (and its power in diopters) is nega-
tive, and it cannot form a real image. A concave lens placed
before a positive lens lengthens the focal length (Fig. 4.9H)
of the lens system; the diopters of the two lenses are added
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algebraically. External lenses (eyeglasses or contact lenses)
are used to compensate for optical defects in the eye.

The Structure of the Eye.  The human eyeball is a roughly
spherical organ, consisting of several layers and structures
(Fig. 4.10). The outermost of these consists of a tough,
white, connective tissue layer, the sclera, and a transparent
layer, the cornea. Six extraocular muscles that control the
direction of the eyeball insert on the sclera. The next layer
is the vascular coat; its rear portion, the choroid, is pig-
mented and highly vascular, supplying blood to the outer
portions of the retina. The front portion contains the iris, a
circular smooth muscle structure that forms the pupil, the
neurally controlled aperture through which light is admit-
ted to the interior of the eye. The iris also gives the eye its
characteristic color.

The transparent lens is located just behind the iris and is
held in place by a radial arrangement of zonule fibers, sus-
pensory ligaments that attach it to the ciliary body, which
contains smooth muscle fibers that regulate the curvature of
the lens and, hence, its focal length. The lens is composed
of many thin, interlocking layers of fibrous protein and is
highly elastic.

Between the cornea and the iris/lens is the anterior
chamber, a space filled with a thin clear liquid called the
aqueous humor, similar in composition to cerebrospinal
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fluid. This liquid is continuously secreted by the epithelium
of the ciliary processes, located behind the iris. As the fluid
accumulates, it is drained through the canal of Schlemm
into the venous circulation. (Drainage of aqueous humor is
critical. If too much pressure builds up in the anterior cham-
ber, the internal structures are compressed and glaucoma, a
condition that can cause blindness, results.) The posterior
chamber lies behind the iris; along with the anterior cham-
ber, it makes up the anterior cavity. The vitreous humor
(or vitreous body), a clear gelatinous substance, fills the
large cavity between the rear of the lens and the front sur-
face of the retina. This substance is exchanged much more
slowly than the aqueous humor.

The innermost layer of the eyeball is the retina, where
the optical image is formed. This tissue contains the pho-
toreceptor cells, called rods and cones, and a complex mul-
tilayered network of nerve fibers and cells that function in
the early stages of image processing. The rear of the retina
is supplied with blood from the choroid, while the front is
supplied by the central artery and vein that enter the eye-
ball with the optic nerve, the fiber bundle that connects
the retina with structures in the brain. The vascular supply
to the front of the retina, which ramifies and spreads over
the retinal surface, is visible through the lens and affords a
direct view of the microcirculation; this window is useful
for diagnostic purposes, even for conditions not directly re-
lated to ocular function.

At the optical center of the retina, where the image
falls when one is looking straight ahead (i.e., along the vi-
sual axis), is the macula lutea, an area of about 1 mm? spe-
cialized for very sharp color vision. At the center of the
macula is the fovea centralis, a depressed region about 0.4
mm in diameter, the fixation point of direct vision.
Slightly off to the nasal side of the retina is the optic disc,
where the optic nerve leaves the retina. There are no pho-

toreceptor cells here, resulting in a blind spot in the field
of vision. However, because the two eyes are mirror im-
ages of each other, information from the overlapping vi-
sual field of one eye “fills in” the missing part of the image
from the other eye.

The Optics of the Eye. The image that falls on the retina
is real and inverted, as in a camera. Neural processing re-
stores the upright appearance of the field of view. The im-
age itself can be modified by optical adjustments made by
the lens and the iris. Most of the refractive power (about 43
D) is provided by the curvature of the cornea, with the lens
providing an additional 13 to 26 D, depending on the focal
distance. The muscle of the ciliary body has primarily a
parasympathetic innervation, although some sympathetic
innervation is present. When it is fully relaxed, the lens is
at its flattest and the eye is focused at infinity (actually, at
anything more than 6 meters away) (Fig. 4.11A). When the
ciliary muscle is fully contracted, the lens is at its most
curved and the eye is focused at its nearest point of distinct
vision (Fig. 4.11B). This adjustment of the eye for close vi-
sion is called accommodation. The near point of vision for
the eye of a young adult is about 10 cm. With age, the lens
loses its elasticity and the near point of vision moves farther
away, becoming approximately 80 cm at age 60. This con-
dition is called presbyopia; supplemental refractive power,

!

A. Distant vision

B. Near vision

wThe eye as an optical device. During fixation
the center of the image falls on the fovea. A,
With the lens flattened, parallel rays from a distant object are

brought to a sharp focus. B, Lens curvature increases with accom-
modation, and rays from a nearby object are focused.



in the form of external lenses (reading glasses), is required
for distinct near vision.

Errors of refraction are common (Fig. 4.12). They can be
corrected with external lenses (eyeglasses or contact
lenses). Farsightedness or hyperopia is caused by an eyeball
that is physically too short to focus on distant objects. The
natural accommodation mechanism may compensate for
distance vision, but the near point will still be too far away;
the use of a positive (converging) lens corrects this error. If
the eyeball is too long, nearsightedness or myopia results.
In effect, the converging power of the eye is too great; close
vision is clear, but the eye cannot focus on distant objects.
A negative (diverging) lens corrects this defect. If the cur-
vature of the cornea is not symmetric, astigmatism results.
Objects with different orientations in the field of view will
have different focal positions. Vertical lines may appear
sharp, while horizontal structures are blurred. This condi-
tion is corrected with the use of a cylindrical lens, which
has different radii of curvature at the proper orientations
along its surfaces. Normal vision (i.e., the absence of any
refractive errors) is termed emmetropia (literally, “eye in
proper measure”).

Normally the lens is completely transparent to visible
light. Especially in older adults, there may be a progressive
increase in its opacity, to the extent that vision is obscured.
This condition, called a cataract, is treated by surgical re-
moval of the defective lens. An artificial lens may be im-
planted in its place, or eyeglasses may be used to replace
the refractive power of the lens.

Myopia (uncorrected)

Hyperopia (uncorrected)

mThe use of external lenses to correct refrac-

tive errors. The external optical corrections
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The iris, which has both sympathetic and parasympa-
thetic innervation, controls the diameter of the pupil. It is
capable of a 30-fold change in area and in the amount of
light admitted to the eye. This change is under complex re-
flex control, and bright light entering just one eye will
cause the appropriate constriction response in both eyes.
As with a camera, when the pupil is constricted, less light
enters, but the image is focused more sharply because the
more poorly focused peripheral rays are cut off.

Eye Movements. The extraocular muscles move the
eyes. These six muscles, which originate on the bone of the
orbit (the eye socket) and insert on the sclera, are arranged
in three sets of antagonistic pairs. They are under visually
compensated feedback control and produce several types
of movement:

e Continuous activation of a small number of motor units
produces a small tremor at a rate of 30 to 80 cycles per
second. This movement and a slow drift cause the image
to be in constant motion on the retina, a necessary con-
dition for proper visual function.

e Larger movements include rapid flicks, called saccades,
which suddenly change the orientation of the eyeball,
and large, slow movements, used in following moving
objects.

Organized movements of the eyes include:

¢ Fixation, the training of the eyes on a stationary object

e Tracking movements, used to follow the course of a
moving target

Myopia (corrected)

Hyperopia (corrected)

change the effective focal length of the natural optical compo-
nents.
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e Convergence adjustments, in which both eyes turn in-
ward to fix on near objects
e Nystagmus, a series of slow and saccadic movements

(part of a vestibular reflex) that serves to keep the retinal

image steady during rotation of the head.

Because the eyes are separated by some distance, each
receives a slightly different image of the same object. This
property, binocular vision, along with information about
the different positions of the two eyes, allows stereoscopic
vision and its associated depth perception, abilities that are
largely lost in the case of blindness in one eye. Many ab-
normalities of eye movement are types of strabismus
(“squinting”), in which the two eyes do not work together
properly. Other defects include diplopia (double vision),
when the convergence mechanisms are impaired, and am-
blyopia, when one eye assumes improper dominance over
the other. Failure to correct this latter condition can lead to
loss of visual function in the subordinate eye.

The Retina and Its Photoreceptors. The retina is a multi-
layered structure containing the photoreceptor cells and a
complex web of several types of nerve cells (Fig. 4.13).
There are 10 layers in the retina, but this discussion em-
ploys a simpler four-layer scheme: pigment epithelium,
photoreceptor layer, neural network layer, and ganglion
cell layer. These four layers are discussed in order, begin-
ning with the deepest layer (pigment epithelium) and mov-
ing toward the layer nearest to the inner surface of the eye
(ganglion cell layer). Note that this is the direction in
which visual signal processing takes place, but it is opposite
to the path taken by the light entering the retina.

Pigment Epithelium. The pigment epithelium
(Fig. 4.13B) consists of cells with high melanin content.
This opaque material, which also extends between portions
of individual rods and cones, prevents the scattering of stray
light, thereby greatly sharpening the resolving power of the
retina. Its presence ensures that a tiny spot of light (or a tiny
portion of an image) will excite only those receptors on
which it falls directly. People with albinism lack this pig-
ment and have blurred vision that cannot be corrected ef-
fectively with external lenses. The pigment epithelial cells
also phagocytose bits of cell membrane that are constantly
shed from the outer segments of the photoreceptors.

Photoreceptor Layer. In the photoreceptor layer (Fig.
4.13C), the rods and cones are packed tightly side-by-side,
with a density of many thousands per square millimeter, de-
pending on the region of the retina. Each eye contains
about 125 million rods and 5.5 million cones. Because of
the eye's mode of embryologic development, the photore-
ceptor cells occupy a deep layer of the retina, and light
must pass through several overlying layers to reach them.
The photoreceptors are divided into two classes. The cones
are responsible for photopic (daytime) vision, which is in
color (chromatic), and the rods are responsible for scotopic
(nighttime) vision, which is not in color. Their functions
are basically similar, although they have important struc-
tural and biochemical differences.

Cones have an outer segment that tapers to a point (Fig.
4.14). Three different photopigments are associated with
cone cells. The pigments differ in the wavelength of light

that optimally excites them. The peak spectral sensitivity
for the red-sensitive pigment is 560 nm; for the green-sen-
sitive pigment, it is about 530 nm; and for the blue-sensi-
tive pigment, it is about 420 nm. The corresponding pho-
toreceptors are called red, green, and blue cones,
respectively. At wavelengths away from the optimum, the
pigments still absorb light but with reduced sensitivity. Be-
cause of the interplay between light intensity and wave-
length, a retina with only one class of cones would not be
able to detect colors unambiguously. The presence of two
of the three pigments in each cone removes this uncer-
tainty. Colorblind individuals, who have a genetic lack of
one or more of the pigments or lack an associated trans-
duction mechanism, cannot distinguish between the af-
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@Organization of the human retina. A,
Choroid. B, Pigment epithelium. C, Photore-
ceptor layer. D, Neural network layer. E, Ganglion cell layer. r,
rod; ¢, cone; h, horizontal cell; b, bipolar cell; a, amacrine cell; g,
ganglion cell. (See text for details.) (Modified from Dowling JE,

Boycott BB. Organization of the primate retina: Electron mi-
croscopy. Proc Roy Soc Lond 1966:166:80—111.
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fected colors. Loss of a single color system produces
dichromatic vision and lack of two of the systems causes
monochromatic vision. If all three are lacking, vision is
monochromatic and depends only on the rods.

A rod cell is long, slender, and cylindrical and is larger
than a cone cell (Fig. 4.14). Its outer segment contains nu-
merous photoreceptor disks composed of cellular mem-
brane in which the molecules of the photopigment
rhodopsin are embedded. The lamellae near the tip are reg-
ularly shed and replaced with new membrane synthesized
at the opposite end of the outer segment. The inner seg-
ment, connected to the outer segment by a modified cil-
ium, contains the cell nucleus, many mitochondria that
provide energy for the phototransduction process, and
other cell organelles. At the base of the cell is a synaptic
body that makes contact with one or more bipolar nerve
cells and liberates a transmitter substance in response to
changing light levels.

The visual pigments of the photoreceptor cells convert
light to a nerve signal. This process is best understood as it
occurs in rod cells. In the dark, the pigment rhodopsin (or
visual purple) consists of a light-trapping chromophore
called scotopsin that is chemically conjugated with 1 1-cis-
retinal, the aldehyde form of vitamin A;. When struck by
light, rhodopsin undergoes a series of rapid chemical tran-
sitions, with the final intermediate form metarhodopsin Il
providing the critical link between this reaction series and
the electrical response. The end-products of the light-in-
duced transformation are the original scotopsin and an all-
trans form of retinal, now dissociated from each other. Un-
der conditions of both light and dark, the all-trans form of
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retinal is isomerized back to the 11-cis form, and the
rhodopsin is reconstituted. All of these reactions take place
in the highly folded membranes comprising the outer seg-
ment of the rod cell.

The biochemical process of visual signal transduction is
shown in Figure 4.15. The coupling of the light-induced re-
actions and the electrical response involves the activation
of transducin, a G protein; the associated exchange of GTP
for GDP activates a phosphodiesterase. This, in turn, cat-
alyzes the breakdown of cyclic GMP (cGMP) to 5'-GMP.
When cellular cGMP levels are high (as in the dark), mem-
brane sodium channels are kept open, and the cell is rela-
tively depolarized. Under these conditions, there is a tonic
release of neurotransmitter from the synaptic body of the
rod cell. A decrease in the level of cGMP as a result of light-
induced reactions causes the cell to close its sodium chan-
nels and hyperpolarize, thus, reducing the release of neuro-
transmitter; this change is the signal that is further
processed by the nerve cells of the retina to form the final
response in the optic nerve. An active sodium pump main-

Rod cell

4~ membrane Ligh
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influx
(dark

current)
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efflux

Dark current

Lower
cytoplasmic
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@The biochemical process of visual signal
transduction. Left: An active Na™/K* pump
maintains the ionic balance of a rod cell, while Na™ enters pas-
sively through channels in the plasma membrane, causing a main-
tained depolarization and a dark current under conditions of no
light. Right: The amplifying cascade of reactions (which take
place in the disk membrane of a photoreceptor) allows a single
activated rhodopsin molecule to control the hydrolysis of
500,000 cGMP molecules. (See text for details of the reaction se-
quence.) In the presence of light, the reactions lead to a depletion
of cGMP, resulting in the closing of cell membrane Na™ channels
and the production of a hyperpolarizing generator potential. The
release of neurotransmitter decreases during stimulation by light.
RH*, activated rhodopsin; TR, transducin; GC, guanylyl cyclase;
PDE, phosphodiesterase.
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tains the cellular concentration at proper levels. A large am-
plification of the light response takes place during the cou-
pling steps; one activated rhodopsin molecule will activate
approximately 500 transducins, each of which activates the
hydrolysis of several thousand cGMP molecules. Under
proper conditions, a rod cell can respond to a single pho-
ton striking the outer segment. The processes in cone cells
are similar, although there are three different opsins (with
different spectral sensitivities) and the specific transduction
mechanism is also different. The overall sensitivity of the
transduction process is also lower.

In the light, much rhodopsin is in its unconjugated form,
and the sensitivity of the rod cell is relatively low. During
the process of dark adaptation, which takes about 40 min-
utes to complete, the stores of rhodopsin are gradually built
up, with a consequent increase in sensitivity (by as much as
25,000 times). Cone cells adapt more quickly than rods, but
their final sensitivity is much lower. The reverse process,
light adaptation, takes about 5 minutes.

Neural Network Layer. Bipolar cells, horizontal cells,
and amacrine cells comprise the neural network layer.
These cells together are responsible for considerable initial
processing of visual information. Because the distances be-
tween neurons here are so small, most cellular communica-
tion involves the electrotonic spread of cell potentials,
rather than propagated action potentials. Light stimulation
of the photoreceptors produces hyperpolarization that is
transmitted to the bipolar cells. Some of these cells respond
with a depolarization that is excitatory to the ganglion
cells, whereas other cells respond with a hyperpolarization
that is inhibitory. The horizontal cells also receive input
from rod and cone cells but spread information laterally,
causing inhibition of the bipolar cells on which they
synapse. Another important aspect of retinal processing is
lateral inhibition. A strongly stimulated receptor cell can,
via lateral inhibitory pathways, inhibit the response of
neighboring cells that are less well-illuminated. This has
the effect of increasing the apparent contrast at the edge of
an image. Amacrine cells also send information laterally but
synapse on ganglion cells.

Ganglion Cell Layer. In the ganglion cell layer (Fig.
4.13E) the results of retinal processing are finally integrated
by the ganglion cells, whose axons form the optic nerve.
These cells are tonically active, sending action potentials
into the optic nerve at an average rate of five per second,
even when unstimulated. Input from other cells converging
on the ganglion cells modifies this rate up or down.

Many kinds of information regarding color, brightness,
contrast, and so on are passed along the optic nerve. The
output of individual photoreceptor cells is convergent on
the ganglion cells. In keeping with their role in visual acu-
ity, relatively few cone cells converge on a ganglion cell,
especially in the fovea, where the ratio is nearly 1:1. Rod
cells, however, are highly convergent, with as many as 300
rods converging on a single ganglion cell. While this mech-
anism reduces the sharpness of an image, it allows for a
great increase in light sensitivity.

Central Projections of the Retina. The optic nerves, each
carrying about 1 million fibers from each retina, enter the

rear of the orbit and pass to the underside of the brain to
the optic chiasma, where about half the fibers from each
eye "cross over” to the other side. Fibers from the temporal
side of the retina do not cross the midline, but travel in the
optic tract on the same side of the brain. Fibers originating
from the nasal side of the retina cross the optic chiasma and
travel in the optic tract to the opposite side of the brain.
Hence, information from right and left visual fields is trans-
mitted to opposite sides of the brain. The divided output
goes through the optic tract to the paired lateral geniculate
bodies (part of the thalamus) and then via the geniculocal-
carine tract (or optic radiation) to the visual cortex in the
occipital lobe of the brain (Fig. 4.16). Specific portions of
each retina are mapped to specific areas of the cortex; the
foveal and macular regions have the greatest representa-
tion, while the peripheral areas have the least. Mechanisms
in the visual cortex detect and integrate visual information,
such as shape, contrast, line, and intensity, into a coherent
visual perception.

Information from the optic nerves is also sent to the
suprachiasmatic nucleus of the hypothalamus, where it
participates in the regulation of circadian rhythms; the pre-
tectal nuclei, concerned with the control of visual fixation
and pupillary reflexes; and the superior colliculus, which

Optic nerve

Lateral
geniculate

Geniculo-
calcarine
tract

@The CNS pathway for visual information.
Fibers from the right visual field will stimulate
the left half of each retina, and nerve impulses will be transmitted
to the left hemisphere.



coordinates simultaneous bilateral eye movements, such as
tracking and convergence.

The Ear Is Sensor for Hearing and Equilibrium

The human ear has a degree of complexity probably as great
as that of the eye. Understanding our sense of hearing re-
quires familiarity with the physics of sound and its interac-
tions with the biological structures involved in hearing.

The Nature of Sound. Sound waves are mechanical dis-
turbances that travel through an elastic medium (usually air
or water). A sound wave is produced by a mechanically vi-
brating structure that alternately compresses and rarefies
the air (or water) in contact with it. For example, as a loud-
speaker cone moves forward, air molecules in its path are
forced closer together; this is called compression or con-
densation. As the cone moves back, the space between the
disturbed molecules is increased; this is known as rarefac-
tion. The compression (or rarefaction) of air molecules in
one region causes a similar compression in adjacent re-
gions. Continuation of this process causes the disturbance
(the sound wave) to spread away from the source.

The speed at which the sound wave travels is deter-
mined by the elasticity of the air (the tendency of the mol-
ecules to spring back to their original positions). Assuming
the sound source is moving back and forth at a constant rate
of alternation (i.e., at a constant frequency), a propagated
compression wave will pass a given point once for every cy-
cle of the source. Because the propagation speed is constant
in a given medium, the compression waves are closer to-
gether at higher frequencies; that is, more of them pass the
given point every second.

The distance between the compression peaks is called
the wavelength of the sound, and it is inversely related to
the frequency. A tone of 1,000 cycles per second, travel-
ing through the air, has a wavelength of approximately
34 cm, while a tone of 2,000 cycles per second has a
wavelength of 17 cm. Both waves, however, travel at the
same speed through the air. Because the elastic forces in
water are greater than those in air, the speed of sound in
water is about 4 times as great, and the wavelength is cor-
respondingly increased. Since the wavelength depends
on the elasticity of the medium (which varies according
to temperature and pressure), it is more convenient to
identify sound waves by their frequency. Sound fre-
quency is usually expressed in units of Hertz (Hz or cy-
cles per second).

Another fundamental characteristic of a sound wave is
its intensity or amplitude. This may be thought of as the
relative amount of compression or rarefaction present as
the wave is produced and propagated; it is related to the
amount of energy contained in the wave. Usually the in-
tensity is expressed in terms of sound pressure, the pres-
sure the compressions and rarefactions exert on a surface of
known area (expressed in dynes per square centimeter). Be-
cause the human ear is sensitive to sounds over a million-
fold range of sound pressure levels, it is convenient to ex-
press the intensity of sound as the logarithm of a ratio
referenced to the absolute threshold of hearing for a tone
of 1,000 Hz. This reference level has a value of 0.0002
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dyne/cm?, and the scale for the measurements is the deci-
bel (dB) scale. In the expression

dB = 20 log (P/P,y), (1)

the sound pressure (P) is referred to the absolute reference
pressure (P.f). For a sound that is 10 times greater than the
reference, the expression becomes

dB = 20 log (0.002 / 0.0002) = 20. (2)

Thus, any two sounds having a tenfold difference in in-
tensity have a decibel difference of 20; a 100-fold differ-
ence would mean a 40 dB difference and a 1,000-fold dif-
ference would be 60 dB. Usually the reference value is
assumed to be constant and standard, and it is not expressed
when measurements are reported.

Table 4.1 lists the sound pressure levels and the decibel
levels for some common sounds. The total range of 140 dB
shown in the table expresses a relative range of 10 million-
fold. Adaptation and compression processes in the human
auditory system allow encoding of most of this wide range
into biologically useful information.

Sinusoidal sound waves contain all of their energy at
one frequency and are perceived as pure tones. Complex
sound waves, such as those in speech or music, consist of
the addition of several simpler waveforms of different fre-
quencies and amplitudes. The human ear is capable of hear-
ing sounds over the range of 20 to 16,000 Hz, although the
upper limit decreases with age. Auditory sensitivity varies
with the frequency of the sound; we hear sounds most read-
ily in the range of 1,000 to 4,000 Hz and at a sound pres-
sure level of around 60 dB. Not surprisingly, this is the fre-
quency and intensity range of human vocalization. The
ear's sensitivity is also affected by masking: In the presence
of background sounds or noise, the auditory threshold for a
given tone rises. This may be due to refractoriness induced
by the masking sound, which would reduce the number of
available receptor cells.

The Outer Ear.  An overall view of the human ear is shown

in Figure 4.17. The pinna, the visible portion of the outer
ear, is not critical to hearing in humans, although it does

TABLE 4.1 The Relative Pressures of Some
Common Sounds

Sound
Pressure Pressure Relative
(dynes/cm?)  Level (dB) Sound Source Pressure
0.0002 0 Absolute threshold 1
0.002 + 20 Faint whisper 10
0.02 + 40 Quiet office 100
0.2 + 60 Conversation 1,00
2 + 80 City bus 10,000
20 +100 Subway train 100,000
200 +120 Loud thunder 1,000,000
2,000 +140 Pain and damage 10,000,000

Modified from Gulick WL, Gescheider GA, Frisina RD. Hearing:
Physiological Acoustics, Neural Coding, and Psychoacoustics. New
York: Oxford University Press, 1989, Table 2.2, p. 51.
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FIGURE 4.17 The overall struc?ure of thf: human ear. The
structures of the middle and inner ear are en-

cased in the temporal bone of the skull.

slightly emphasize frequencies in the range of 1,500 to
7,000 Hz and aids in the localization of sources of sound.
The external auditory canal extends inward through the
temporal bone. Wax-secreting glands line the canal, and its
inner end is sealed by the tympanic membrane or eardrum,
a thin, oval, slightly conical, flexible membrane that is an-
chored around its edges to a ring of bone. An incoming
pressure wave traveling down the external auditory canal
causes the eardrum to vibrate back and forth in step with
the compressions and rarefactions of the sound wave. This
is the first mechanical step in the transduction of sound.
The overall acoustic effect of the outer ear structures is to
produce an amplification of 10 to 15 dB in the frequency
range broadly centered around 3,000 Hz.

The Middle Ear. The next portion of the auditory sys-
tem is an air-filled cavity (volume about 2 mL) in the mas-
toid region of the temporal bone. The middle ear is con-
nected to the pharynx by the eustachian tube. The tube
opens briefly during swallowing, allowing equalization of
the pressures on either side of the eardrum. During rapid
external pressure changes (such as in an elevator ride or
during takeoff or descent in an airplane), the unequal
forces displace the eardrum; such physical deformation
may cause discomfort or pain and, by restricting the mo-
tion of the tympanic membrane, may impair hearing.
Blockages of the eustachian tube or fluid accumulation in
the middle ear (as a result of an infection) can also lead to
difficulties with hearing.

Bridging the gap between the tympanic membrane and
the inner ear is a chain of three very small bones, the ossi-
cles (Fig. 4.18). The malleus (hammer) is attached to the
eardrum in such a way that the back-and-forth movement
of the eardrum causes a rocking movement of the malleus.
The incus (anvil) connects the head of the malleus to the
third bone, the stapes (stirrup). This last bone, through its

Vestibular nerve
’\ InCUS P §\ Facial nerve
N\~ Cochlear
Malleus Q) @ \ nerve

oval footplate, connects to the oval window of the inner
ear and is anchored there by an annular ligament.

Four separate suspensory ligaments hold the ossicles in
position in the middle ear cavity. The superior and lateral lig-
aments lie roughly in the plane of the ossicular chain and an-
chor the head and shaft of the malleus. The anterior ligament
attaches the head of the malleus to the anterior wall of the
middle ear cavity, and the posterior ligament runs from the
head of the incus to the posterior wall of the cavity. The sus-
pensory ligaments allow the ossicles sufficient freedom to
function as a lever system to transmit the vibrations of the
tympanic membrane to the oval window. This mechanism is
especially important because, although the eardrum is sus-
pended in air, the oval window seals off a fluid-filled cham-
ber. Transmission of sound from air to liquid is inefficient; if
sound waves were to strike the oval window directly, 99.9%
of the energy would be reflected away and lost.

Two mechanisms work to compensate for this loss. Al-
though it varies with frequency, the ossicular chain has a
lever ratio of about 1.3:1, producing a slight gain in force.
In addition, the relatively large area of the tympanic mem-
brane is coupled to the smaller area of the oval window (ap-
proximately a 17:1 ratio). These conditions result in a pres-
sure gain of around 25 dB, largely compensating for the
potential loss. Although the efficiency depends on the fre-
quency, approximately 60% of the sound energy that
strikes the eardrum is transmitted to the oval window.
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the eardrum are transmitted by the lever system
formed by the ossicular chain to the oval window of the scala
vestibuli. The anterior and posterior ligaments, part of the sus-
pensory system for the ossicles, are not shown. The combination
of the four suspensory ligaments produces a virtual pivot point
(marked by a cross); its position varies with the frequency and in-
tensity of the sound. The stapedius and tensor tympani muscles
modify the lever function of the ossicular chain.



Sound transmission through the middle ear is also af-
fected by the action of two small muscles that attach to the
ossicular chain and help hold the bones in position and
modify their function (see Fig. 4.18). The tensor tympani
muscle inserts on the malleus (near the center of the
eardrum), passes diagonally through the middle ear cavity,
and enters the tensor canal, in which it is anchored. Con-
traction of this muscle limits the vibration amplitude of the
eardrum and makes sound transmission less efficient. The
stapedius muscle attaches to the stapes near its connection
to the incus and runs posteriorly to the mastoid bone. Its
contraction changes the axis of oscillation of the ossicular
chain and causes dissipation of excess movement before it
reaches the oval window. These muscles are activated by a
reflex (simultaneously in both ears) in response to moder-
ate and loud sounds; they act to reduce the transmission of
sound to the inner ear and, thus, to protect its delicate
structures. Because this acoustic reflex requires up to 150
msec to operate (depending on the loudness of the stimu-
lus), it cannot provide protection from sharp or sudden
bursts of sound.

Scala tympani
Round window
Scala media
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The process of sound transmission can bypass the ossic-
ular chain entirely. If a vibrating object, such as a tuning
fork, is placed against a bone of the skull (typically the mas-
toid), the vibrations are transmitted mechanically to the
fluid of the inner ear, where the normal processes act to
complete the hearing process. Bone conduction is used as a
means of diagnosing hearing disorders that may arise be-
cause of lesions in the ossicular chain. Some hearing aids
employ bone conduction to overcome such deficits.

The Inner Ear. The actual process of sound transduction
takes place in the inner ear, where the sensory receptors
and their neural connections are located. The relationship
between its structure and function is a close and complex
one. The following discussion includes the most significant
aspects of this relationship.

Overall Structure. The auditory structures are located
in the cochlea (Fig. 4.19), part of a cavity in the temporal
bone called the bony labyrinth. The cochlea (meaning
“snail shell”) is a fluid-filled spiral tube that arises from a
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B Stria vascularis G Inner phalangeal cells
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D Basilar membrane I Inner hair celi

E Osseous spiral lamina J Reticular lamina
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mThe cochlea and the organ of Corti. Left:

An overview of the membranous labyrinth of
the cochlea. Upper right: A cross section through one turn of the
cochlea, showing the canals and membranes that make up the
structures involved in the final processes of auditory sensation.

Lower right: An enlargement of a cross section of the organ of
Corti, showing the relationships among the hair cells and the
membranes. (Modified from Gulick WL, Gescheider GA, Frisina
RD. Hearing: Physiological Acoustics, Neural Coding, and Psy-
choacoustics. New York: Oxford University Press, 1989.)
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cavity called the vestibule, with which the organs of bal-
ance also communicate. In the human ear, the cochlea is
about 35 mm long and makes about 2%, turns. Together
with the vestibule it contains a total fluid volume of 0.1 mL.
[t is partitioned longitudinally into three divisions (canals)
called the scala vestibuli (into which the oval window
opens), the scala tympani (sealed off from the middle ear
by the round window), and the scala media (in which the
sensory cells are located). Arising from the bony center axis
of the spiral (the modiolus) is a winding shelf called the os-
seous spiral lamina; opposite it on the outer wall of the spi-
ral is the spiral ligament, and connecting these two struc-
tures is a highly flexible connective tissue sheet, the basilar
membrane, that runs for almost the entire length of the
cochlea. The basilar membrane separates the scala tympani
(below) from the scala media (above). The hair cells, which
are the actual sensory receptors, are located on the upper
surface of the basilar membrane. They are called hair cells
because each has a bundle of hair-like cilia at the end that
projects away from the basilar membrane.

Reissner's membrane, a delicate sheet only two cell lay-
ers thick, divides the scala media (below) from the scala
vestibuli (above) (see Fig. 4.19). The scala vestibuli com-
municates with the scala tympani at the apical (distal) end
of the cochlea via the helicotrema, a small opening where
a portion of the basilar membrane is missing. The scala
vestibuli and scala tympani are filled with perilymph, a fluid
high in sodium and low in potassium. The scala media con-
tains endolymph, a fluid high in potassium and low in
sodium. The endolymph is secreted by the stria vascularis,
a layer of fibrous vascular tissue along the outer wall of the
scala media. Because the cochlea is filled with incompress-
ible fluid and is encased in hard bone, pressure changes
caused by the in-and-out motion at the oval window
(driven by the stapes) are relieved by an out-and-in motion
of the flexible round window membrane.

Sensory Structures. The organ of Corti is formed by
structures located on the upper surface of the basilar mem-
brane and runs the length of the scala media (see Fig. 4.19).
[t contains one row of some 3,000 inner hair cells; the arch
of Corti and other specialized supporting cells separate the
inner hair cells from the three or four rows of outer hair
cells (about 12,000) located on the stria vascularis side. The
rows of inner and outer hair cells are inclined slightly to-
ward each other and covered by the tectorial membrane,
which arises from the spiral limbus, a projection on the up-
per surface of the osseous spiral lamina.

Nerve fibers from cell bodies located in the spiral gan-
glia form radial bundles on their way to synapse with the
inner hair cells. Each nerve fiber makes synaptic connec-
tion with only one hair cell, but each hair cell is served by
8 to 30 fibers. While the inner hair cells comprise only 20%
of the hair cell population, they receive 95% of the afferent
fibers. In contrast, many outer hair cells are each served by
a single external spiral nerve fiber. The collected afferent
fibers are bundled in the cochlear nerve, which exits the in-
ner ear via the internal auditory meatus. Some efferent
fibers also innervate the cochlea. They may serve to en-
hance pitch discrimination and the ability to distinguish
sounds in the presence of noise. Recent evidence suggests
that efferent fibers to the outer hair cells may cause them to

shorten (contract), altering the mechanical properties of
the cochlea.

The Hair Cells. The hair cells of the inner and the outer
rows are similar anatomically. Both sets are supported and
anchored to the basilar membrane by Deiters' cells and ex-
tend upward into the scala media toward the tectorial mem-
brane. Extensions of the outer hair cells actually touch the
tectorial membrane, while those of the inner hair cells ap-
pear to stop just short of contact. The hair cells make
synaptic contact with afferent neurons that run through
channels between Deiters' cells. A chemical transmitter of
unknown identity is contained in synaptic vesicles near the
base of the hair cells; as in other synaptic systems, the en-
try of calcium ions (associated with cell membrane depo-
larization) is necessary for the migration and fusion of the
synaptic vesicles with the cell membrane prior to transmit-
ter release.

At the apical end of each inner hair cell is a projecting
bundle of about 50 stereocilia, rod-like structures packed in
three, parallel, slightly curved rows. Minute strands link the
free ends of the stereocilia together, so the bundle tends to
move as a unit. The height of the individual stereocilia in-
creases toward the outer edge of the cell (toward the stria
vascularis), giving a sloping appearance to the bundle.
Along the cochlea, the inner hair cells remain constant in
size, while the stereocilia increase in height from about 4
wm at the basal end to 7 wm at the apical end. The outer hair
cells are more elongated than the inner cells, and their size
increases along the cochlea from base to apex. Their stere-
ocilia (about 100 per hair cell) are also arranged in three
rows that form an exaggerated W figure. The height of the
stereocilia also increases along the length of the cochlea,
and they are embedded in the tectorial membrane. The
stereocilia of both types of hair cells extend from the cutic-
ular plate at the apex of the cell. The diameter of an indi-
vidual stereocilium is uniform (about 0.2 wm) except at the
base, where it decreases significantly. Each stereocilium
contains cross-linked and closely packed actin filaments,
and, near the tip, is a cation-selective transduction channel.

Mechanical transduction in hair cells is shown in Figure
4.20. When a hair bundle is deflected slightly (the thresh-
old is less than 0.5 nm) toward the stria vascularis, minute
mechanical forces open the transduction channels, and
cations (mostly potassium) enter the cells. The resulting
depolarization, roughly proportional to the deflection,
causes the release of transmitter molecules, generating af-
ferent nerve action potentials. Approximately 15% of the
transduction channels are open in the absence of any de-
flection, and bending in the direction of the modiolus of
the cochlea results in hyperpolarization, increasing the
range of motion that can be sensed. Hair cells are quite in-
sensitive to movements of the stereocilia bundles at right
angles to their preferred direction.

The response time of hair cells is remarkable; they can
detect repetitive motions of up to 100,000 times per sec-
ond. They can, therefore, provide information throughout
the course of a single cycle of a sound wave. Such rapid re-
sponse is also necessary for the accurate localization of
sound sources. When a sound comes from directly in front
of a listener, the waves arrive simultaneously at both ears. If
the sound originates off to one side, it reaches one ear



Displacement of

hair bundle

K+
K+
K+

Kinocilium

Stereocilia Depolarization || |

Transmitter

nerve Ci
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(Adapted from Hudspeth AJ. The hair cells of the inner ear. Sci
Am 1983,248(1):54—64.)

sooner than the other and is slightly more intense at the
nearer ear. The difference in arrival time is on the order of
tenths of a millisecond, and the rapid response of the hair
cells allows them to provide temporal input to the auditory
cortex. The timing and intensity information are processed
in the auditory cortex into an accurate perception of the lo-
cation of the sound source.

Integrated Function of the Organ of Corti. The actual
transduction of sound requires an interaction among the
tectorial membrane, the arches of Corti, the hair cells, and
the basilar membrane. When a sound wave is transmitted to
the oval window by the ossicular chain, a pressure wave
travels up the scala vestibuli and down the scala tympani
(Fig. 4.21). The canals of the cochlea, being encased in
bone, are not deformed, and movements of the round win-
dow allow the small volume change needed for the trans-
mission of the pressure wave. Resulting eddy currents in the
cochlear fluids produce an undulating distortion in the
basilar membrane. Because the stiffness and width of the
membrane vary with its length (it is wider and less stiff at
the apex than at the base), the membrane deformation takes
the form of a “traveling wave,” which has its maximal am-
plitude at a position along the membrane corresponding to
the particular frequency of the sound wave (Fig. 4.22).
Low-frequency sounds cause a maximal displacement of the
membrane near its apical end (near the helicotrema),
whereas high-frequency sounds produce their maximal ef-
fect at the basal end (near the oval window). As the basilar
membrane moves, the arches of Corti transmit the move-
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ment to the tectorial membrane, the stereocilia of the outer
hair cells (embedded in the tectorial membrane) are sub-
jected to lateral shearing forces that stimulate the cells, and
action potentials arise in the afferent neurons.

Because of the tuning effect of the basilar membrane,
only hair cells located at a particular place along the mem-
brane are maximally stimulated by a given frequency
(pitch). This localization is the essence of the place theory
of pitch discrimination, and the mapping of specific tones
(pitches) to specific areas is called tonotopic organization.
As the signals from the cochlea ascend through the com-
plex pathways of the auditory system in the brain, the tono-
topic organization of the neural elements is at least partially
preserved, and pitch can be spatially localized throughout
the system. The sense of pitch is further sharpened by the
resonant characteristics of the different-length stereocilia
along the length of the cochlea and by the frequency-re-
sponse selectivity of neurons in the auditory pathway. The
cochlea acts as both a transducer for sound waves and a fre-
quency analyzer that sorts out the different pitches so they
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@The mechanics of the cochlea, showing the
action of the structures responsible for
pitch discrimination (with only the basilar membrane of the
organ of Corti shown). When the compression phase of a
sound wave arrives at the eardrum, the ossicles transmit it to the
oval window, which is pushed inward. A pressure wave travels up
the scala vestibuli and (via the helicotrema) down the scala tym-
pani. To relieve the pressure, the round window membrane bulges
outward. Associated with the pressure waves are small eddy cur-
rents that cause a traveling wave of displacement to move along
the basilar membrane from base to apex. The arrival of the next
rarefaction phase reverses these processes. The frequency of the
sound wave, interacting with the differences in the mass, width,
and stiffness of the basilar membrane along its length, determines
the characteristic position at which the membrane displacement
is maximal. This localization is further detailed in Figure 4.22.
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can be separately distinguished. In the midrange of hearing
(around 1,000 Hz), the human auditory system can sense a
difference in frequency of as little as 3 Hz. The tonotopic
organization of the basilar membrane has facilitated the in-
vention of prosthetic devices whose aim is to provide some
replacement of auditory function to people suffering from
deafness that arises from severe malfunction of the middle
or inner ear (see Clinical Focus Box 4.1).

Central Auditory Pathways. Nerve fibers from the
cochlea enter the spiral ganglion of the organ of Corti;
from there, fibers are sent to the dorsal and ventral
cochlear nuclei. The complex pathway that finally ends at
the auditory cortex in the superior portion of the temporal
lobe of the brain involves several sets of synapses and con-
siderable crossing over and intermediate processing. As
with the eye, there is a spatial correlation between cells in
the sensory organ and specific locations in the primary au-
ditory cortex. In this case, the representation is called a
tonotopic map, with different pitches being represented by
different locations, even though the firing rates of the cells
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on the hair cells will be most intense. B, The effect of frequency.
Lower frequencies produce a maximal effect at the apex of the
basilar membrane, where it is the widest and least stiff. Pure tones
affect a single location; complex tones affect multiple loci. (Modi-
fied from von Békésy G. Experiments in Hearing. New York: Mc-
Graw-Hill, 1960.)

no longer correspond to the frequency of sound originally
presented to the inner ear.

The Function of the Vestibular Apparatus. The ear also
has important nonauditory sensory functions. The sensory
receptors that allow us to maintain our equilibrium and bal-
ance are located in the vestibular apparatus, which consists
(on each side of the head) of three semicircular canals and
two otolithic organs, the utricle and the saccule (Fig.
4.23). These structures are located in the bony labyrinth of
the temporal bone and are sometimes called the membra-
nous labyrinth. As with hearing, the basic sensing elements
are hair cells.

The semicircular canals, hoop-like tubular membranous
structures, sense rotary acceleration and motion. Their in-
terior is continuous with the scala media and is filled with
endolymph; on the outside, they are bathed by perilymph.
The three canals on each side lie in three mutually perpen-
dicular planes. With the head tipped forward by about 30
degrees, the horizontal (lateral) canal lies in the horizontal
plane. At right angles to this are the planes of the anterior



CLINICAL FOCUS BOX 4.1

Cochlear Implants

Disorders of hearing are broadly divided into the cate-
gories of conductive hearing loss, related to structures
of the outer and middle ear; sensorineural hearing loss
(“nerve deafness”), dealing with the mechanisms of the
cochlea and peripheral nerves; and central hearing loss,
concerning processes that lie in higher portions of the cen-
tral nervous system.

Damage to the cochlea, especially to the hair cells of the
organ of Corti, produces sensorineural hearing loss by sev-
eral means. Prolonged exposure to loud occupational or
recreational noises can lead to hair cell damage, including
mechanical disruption of the stereocilia. Such damage is
localized in the outer hair cells along the basilar membrane
at a position related to the pitch of the sound that produced
it. Antibiotics such as streptomycin and certain diuretics
can cause rapid and irreversible damage to hair cells simi-
lar to that caused by noise, but it occurs over a broad range
of frequencies. Diseases such as meningitis, especially in
children, can also lead to sensorineural hearing loss.

In carefully selected patients, the use of a cochlear im-
plant can restore some function to the profoundly deaf.
The device consists of an external microphone, amplifier,
and speech processor coupled by a plug-and-socket con-
nection, magnetic induction, or a radio frequency link to a
receiver implanted under the skin over the mastoid bone.
Stimulating wires then lead to the cochlea. A single extra-
cochlear electrode, applied to the round window, can re-
store perception of some environmental sounds and aid in
lip-reading, but it will not restore pitch or speech discrimi-
nation. A multielectrode intracochlear implant (with
up to 22 active elements spaced along it) can be inserted
into the basal turn of the scala tympani. The linear spatial

vertical (superior) canal and the posterior vertical canal,
which are perpendicular to each other. The planes of the
anterior vertical canals are each at approximately 45° to the
midsagittal section of the head (and at 90° to each other).
Thus, the anterior canal on one side lies in a plane parallel
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@The vestibular apparatus in the bony
labyrinth of the inner ear. The semicircular
canals sense rotary acceleration and motion, while the utricle and
saccule sense linear acceleration and static position.
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arrangement of the electrodes takes advantage of the
tonotopic organization of the cochlea, and some pitch (fre-
quency) discrimination is possible. The external processor
separates the speech signal into several frequency bands
that contain the most critical speech information, and the
multielectrode assembly presents the separated signals to
the appropriate locations along the cochlea. In some de-
vices the signals are presented in rapid sequence, rather
than simultaneously, to minimize interference between ad-
jacent areas.

When implanted successfully, such a device can restore
much of the ability to understand speech. Considerable
training of the patient and fine-tuning of the speech
processor are necessary. The degree of restoration of func-
tion ranges from recognition of critical environmental
sounds to the ability to converse over a telephone.
Cochlear implants are most successful in adults who be-
came deaf after having learned to speak and hear natu-
rally. Success in children depends critically on their age
and linguistic ability; currently, implants are being used in
children as young as age 2.

Infrequent problems with infection, device failure, and
natural growth of the auditory structures may limit the use-
fulness of cochlear implants for some patients. In certain
cases, psychological and social considerations may dis-
courage the advisability of using of auditory prosthetic de-
vices in general. From a technical standpoint, however,
continual refinements in the design of implantable devices
and the processing circuitry are extending the range of
subjects who may benefit from cochlear implants. Re-
search directed at external stimulation of higher auditory
structures may eventually lead to even more effective
treatments for profound hearing loss.

with the posterior canal on the other side, and the two
function as a pair. The horizontal canals also lie in a com-
mon plane.

Near its junction with the utricle, each canal has a
swollen portion called the ampulla. Each ampulla contains
a crista ampullaris, the sensory structure for that semicir-
cular canal; it is composed of hair cells and supporting cells
encapsulated by a cupula, a gelatinous mass (Fig. 4.24).
The cupula extends to the top of the ampulla and is moved
back and forth by movements of the endolymph in the
canal. This movement is sensed by displacement of the
stereocilia of the hair cells. These cells are much like those
of the organ of Corti, except that at the “tall” end of the
stereocilia array there is one larger cilium, the kinocilium.
All the hair cells have the same orientation. When the
stereocilia are bent toward the kinocilium, the frequency of
action potentials in the afferent neurons leaving the am-
pulla increases; bending in the other direction decreases
the action potential frequency.

The role of the semicircular canals in sensing rotary ac-
celeration is shown on the left side of Figure 4.25. The
mechanisms linking stereocilia deflection to receptor po-
tentials and action potential generation are quite similar to
those in the auditory hair cells. Because of the inertia of the
endolymph in the canals, when the position of the head is
changed, fluid currents in the canals cause the deflection of
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hair (receptor) cells, and the whole structure is deflected by mo-
tion of the endolymph. B, An individual hair cell.

the cupula and the hair cells are stimulated. The fluid cur-
rents are roughly proportional to the rate of change of ve-
locity (i.e., to the rotary acceleration), and they result in a
proportional increase or decrease (depending on the direc-
tion of head rotation) in action potential frequency. As a re-
sult of the bilateral symmetry in the vestibular system, canals
with opposite pairing produce opposite neural effects. The
vestibular division of cranial nerve VIII passes the impulses
first to the vestibular ganglion, where the cell bodies of the
primary sensory neurons lie. The information is then passed
to the vestibular nuclei of the brainstem and from there to
various locations involved in sensing, correcting, and com-
pensating for changes in the motions of the body.

The remaining vestibular organs, the saccule and the utri-
cle, are also part of the membranous labyrinth. They com-
municate with the semicircular canals, the cochlear duct,
and the endolymphatic duct. The sensory structures in these
organs, called maculae, also employ hair cells, similar to
those of the ampullar cristae (Fig. 4.26). The macular hair
cells are covered with the otolithic membrane, a gelatinous
substance in which are embedded numerous small crystals of
calcium carbonate called otoliths (otoconia). Because the
otoliths are heavier than the endolymph, tilting of the head
results in gravitational movement of the otolithic membrane
and a corresponding change in sensory neuron action po-
tential frequency. As in the ampulla, the action potential fre-
quency increases or decreases depending on the direction of
displacement. The maculae are adapted to provide a steady
signal in response to displacement; in addition, they are lo-
cated away from the semicircular canals and are not subject
to motion-induced currents in the endolymph. This allows
them to monitor the position of the head with respect to a

steady gravitational field. The maculae also respond pro-
portionally to linear acceleration.

The vestibular apparatus is an important component in
several reflexes that serve to orient the body in space and
maintain that orientation. Integrated responses to
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head looking toward the top of the page. Within the ampulla of
each canal is the cupula, an extension of the crista ampullaris, the
structure that senses motion in the endolymph fluid in the canal.
Below each canal is the action potential train recorded from the
vestibular nerve. A, The head is still, and equal nerve activity is
seen on both sides. There are no associated eye movements (right
column). B, The head has begun to rotate to the left. The inertia
of the endolymph causes it to lag behind the movement, produc-
ing a fluid current that stimulates the cupulae (arrows show the
direction of the relative movements). Because the two canals are
mirror images, the neural effects are opposite on each side (the
cupulae are bent in relatively opposite directions). The reflex ac-
tion causes the eyes to move slowly to the right, opposite to the
direction of rotation (right column); they then snap back and be-
gin the slow movement again as rotation continues. The fast
movement is called rotatory nystagmus. C, As rotation continues,
the endolymph “catches up” with the canal because of fluid fric-
tion and viscosity, and there is no relative movement to deflect
the cupulae. Equal neural output comes from both sides, and the
eye movements cease. D, When the rotation stops, the inertia of
the endolymph causes a current in the same direction as the pre-
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manner opposite to that shown in part B. The slow eye move-
ments now occur in the same direction as the former rotation.
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vestibular sensory input include balancing and steadying
movements controlled by skeletal muscles, along with
specific reflexes that automatically compensate for bod-
ily motions. One such mechanism is the vestibuloocular
reflex. If the body begins to rotate and, thereby, stimu-
late the horizontal semicircular canals, the eyes will move
slowly in a direction opposite to that of the rotation and
then suddenly snap back the other way (see Fig. 4.25,
right). This movement pattern, called rotatory nystag-
mus, aids in visual fixation and orientation and takes
place even with the eyes closed. It functions to keep the
eyes fixed on a stationary point (real or imaginary) as the
head rotates. By convention, the direction of the rapid
eye movement is used to label the direction of the nys-
tagmus, and this movement is in the same direction as the
rotation. As rotation continues, the relative motion of the
endolymph in the semicircular canals ceases, and the nys-
tagmus disappears. When rotation stops, the inertia of
the endolymph causes it to continue in motion and again
the cupulae are displaced, this time from the opposite di-
rection. The slow eye movements are now in the same di-
rection as the prior rotation; the postrotatory nystagmus
(fast phase) that develops is in a direction opposite to the
previous rotation. As long as the endolymph continues its
relative movement, the nystagmus (and the sensation of
rotary motion) persists. Irrigation of the ear with water
above or below body temperature causes convection cur-
rents in the endolymph. The resulting unilateral caloric
stimulation of the semicircular canal produces symptoms
of vertigo, nystagmus, and nausea. Disturbances of the
labyrinthine function produce the symptoms of vertigo,
a disorder that can significantly affect daily activities (see
Clinical Focus Box 4.2).

Related mechanisms involving the otolithic organs pro-
duce automatic compensations (via the postural and ex-
traocular musculature) when the otolithic organs are stimu-
lated by transient or maintained changes in the position of
the head. If the otolithic organs are stimulated rhythmi-
cally, as by the motion of a ship or automobile, the dis-
tressing symptoms of motion sickness (vertigo, nausea,
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sweating, etc.) may appear. Over time, these symptoms
lessen and disappear.

The Special Chemical Senses Detect Molecules
in the Environment

Chemical sensation includes not only the special chemical
senses described below, but also internal sensory receptor
functions that monitor the concentrations of gases and
other chemical substances dissolved in the blood or other
body fluids. Since we are seldom aware of these internal
chemical sensations, they are treated throughout this book
as needed; the discussion here covers only taste and smell.

Gustatory Sensation. The sense of taste is mediated by
multicellular receptors called taste buds, several thousand
of which are located on folds and projections on the dorsal
tongue, called papillae. Taste buds are located mainly on
the tops of the numerous fungiform papillae but are also lo-
cated on the sides of the less numerous foliate and vallate
papillae. The filiform papillae, which cover most of the
tongue, usually do not bear taste buds. An individual taste
bud is a spheroid collection of about 50 individual cells that
is about 70 wm high and 40 pm in diameter (Fig. 4.27). The
cells of a taste bud lie mostly buried in the surface of the
tongue, and materials access the sensory cells by way of the
taste pore.

Most of the cells of a taste bud are sensory cells. At their
apical ends, they are connected laterally by tight junctions,
and they bear microvilli that greatly increase the surface
area they present to the environment. At their basal ends,
they form synapses with the facial (VII) and glossopharyn-
geal (IX) cranial nerves. This arrangement indicates that
the sensory cells are actually secondary receptors (like the
hair cells of the ear), since they are anatomically separate
from the afferent sensory nerves. About 50 afferent fibers
enter each taste bud, where they branch so that each axon
synapses with more than one sensory cell. Among the sen-
sory cells are elongated supporting cells that do not have
synaptic connections. The sensory cells typically have a
lifespan of 10 days. They are continually replenished by
new sensory cells formed from the basal cells of the lower
part of the taste buds. When a sensory cell is replaced by a
maturing basal cell, the old synaptic connections are bro-
ken, and new ones must be formed.

From the point of view of their receptors, the traditional
four modalities of taste—sweet, sour, salty, and bitter—
are well defined, and the areas of the tongue where they are
located are also rather specific, although the degree of lo-
calization depends on the concentration of the stimulating
substance. In general, the receptors for sweetness are lo-
cated just behind the tip of the tongue, sour receptors are
located along the sides, the salt sensation is localized at the
tip, and the bitter sensation is found across the rear of the
tongue. (The two "accessory qualities” of taste sensation are
alkaline [soapy] and metallic.) The broad surface of the
tongue is not as well supplied with taste buds. Most taste
experiences involve several different sensory modalities, in-
cluding taste, smell, mechanoreception (for texture), and
temperature; artificially confining the taste sensation to
only the four modalities found on the tongue (e.g., by
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Vertigo

A common medical complaint is dizziness. This symptom
may be a result of several factors, such as cerebral is-
chemia (“feeling faint”), reactions to medication, distur-
bances in gait, or disturbances in the function of the
vestibular apparatus and its central nervous system con-
nections. Such disturbances can produce the phenomenon
of vertigo, which may be defined as the illusion of motion
(usually rotation) when no motion is actually occurring.
Vertigo is often accompanied by autonomic nervous sys-
tem symptoms of nausea, vomiting, sweating, and pallor.

The body uses three integrated systems to establish its
place in space: the vestibular system, which senses posi-
tion and rotation of the head; the visual system, which pro-
vides spatial information about the external environment;
and the somatosensory system, which provides informa-
tion from joint, skin, and muscle receptors about limb po-
sition. Several forms of vertigo can arise from distur-
bances in these systems. Physiological vertigo can
result when there is discordant input from the three sys-
tems. Seasickness results from the unaccustomed repeti-
tive motion of a ship (sensed via the vestibular system).
Rapidly changing visual fields can cause visually-induced
motion sickness, and space sickness is associated with
multiple-input disturbances. Central positional vertigo
can arise from lesions in cranial nerve VIl (as may be as-
sociated with multiple sclerosis or some tumors), verte-
brovascular insufficiency (especially in older adults), or
from impingement of vascular loops on neural structures.
It is commonly present with other CNS symptoms. Pe-
ripheral vertigo arises from disturbances in the vestibu-
lar apparatus itself. The problem may be either unilateral
or bilateral. Causes include trauma, physical defects in the
labyrinthine system, and pathological syndromes such as
Méniere's disease. As in the cochlea, aging produces con-
siderable hair cell loss in the cristae and maculae of the
vestibular system. Caloric stimulation can be used as an in-
dicator of the degree of vestibular function.

The most common form of peripheral vertigo is benign
paroxysmal positional vertigo (BPPV). This is a severe
vertigo, with incidence increasing with age. Episodes ap-
pear rapidly and are limited in duration (from minutes to
days). They are usually brought on by assuming a particu-
lar position of the head, such as one might do when paint-
ing a ceiling. BPPV is thought to be due to the presence of
canaliths, debris in the lumen of one of the semicircular
canals. The offending particles are usually clumps of oto-
conia (otoliths) that have been shed from the maculae of
the saccule and utricle, whose passages are connected to
the semicircular canals. These clumps act as gravity-driven
pistons in the canals, and their movement causes the en-
dolymph to flow, producing the sensation of rotary mo-
tion. Because they are in the lowest position, the posterior
canals are the most frequently affected. In addition to the

blocking the sense of smell) greatly diminishes the range of
taste perceptions.

Recent studies have provided evidence for a fifth taste
modality, one that is called umami, or savoriness. Its recep-
tors are stimulated quite specifically by glutamate ions,
which are contained in naturally occurring dietary protein
and are responsible for a "meaty” taste. Glutamate ions can

rotating sensation, this input gives rise, via the vestibu-
loocular system, to a pattern of nystagmus (eye move-
ments) appropriate to the spurious input.

The specific site of the problem can be determined by
using the Dix-Hallpike maneuver, which is a series of
physical maneuvers (changes in head and body position).
By observing the resulting pattern of nystagmus and re-
ported symptoms, the location of the defect can be de-
duced. Another set of maneuvers known as the canalith
repositioning procedure of Epley can cause gravity to
collect the loose canaliths and deposit them away from the
lumen of the semicircular canal. This procedure is highly
effective in cases of true BPPV, with a cure rate of up to
85% on the first attempt and nearly 100% on a subsequent
attempt. Patients can be taught to perform the procedure
on themselves if the problem returns.

Méniere’s disease is a syndrome of uncertain (but pe-
ripheral) origin associated with vertigo. Its cause(s) and
precipitating factors are not well understood. Typical asso-
ciated findings include fluctuating hearing loss and tinni-
tus (ringing in the ears). Episodes involve increased fluid
pressure in the labyrinthine system, and symptoms may
decrease in response to salt restriction and diuretics. Other
cases of peripheral vertigo may be caused by trauma (usu-
ally unilateral) or by toxins or drugs (such as some antibi-
otics); this type is often bilateral.

Central and peripheral vertigo may often be differenti-
ated on the basis of their specific symptoms. Peripheral
vertigo is more severe, and its nystagmus shows a delay
(latency) in appearing after a position change. Its nystag-
mus fatigues and can be reduced by visual fixation. Posi-
tion sensitive and of finite duration, the condition usually
involves a horizontal orientation. Central vertigo, usually
less severe, shows a vertically oriented nystagmus without
latency and fatigability; it is not suppressed by visual fixa-
tion and may be of long duration.

Treatment for vertigo, beyond that mentioned above,
can involve bed rest and vestibular inhibiting drugs (such
as some antihistamines). However, these treatments are
not always effective and may delay the natural compensa-
tion that can be aided by physical motion, such as walking
(unpleasant as that may be). In severe cases that require
surgical intervention (labyrinthectomy, etc.), patients can
often achieve a workable position sense via the other sen-
sory inputs involved in maintaining equilibrium. Some ac-
tivities, such as underwater swimming, must be avoided
by those with an impaired sense of orientation, since false
cues may lead to moving in inappropriate directions and
increase the risk of drowning.
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also be provided as a flavor-enhancer in the well-known
food additive MSG, monosodium glutamate.

While the functional receptor categories are well de-
fined, it is much more difficult to determine what kind of
stimulating chemical will produce a given taste sensation.
Chemicals that produce a sour sensation are usually acids,
and the intensity of the perception depends on the degree
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of dissociation of the acid (i.e., the number of free hydro-
gen ions). Most sweet substances are organic; sugars, espe-
cially, tend to produce a sweet sensation, although thresh-
olds vary widely. For example, sucrose is about 8 times as
sweet as glucose. By comparison, the apparent sweetness of
saccharin, an artificial sweetener, is 600 times as great as
that of sucrose, although it is not a sugar. Unfortunately,
the salts of lead are also sweet, which can lead to ingestion
of toxic levels of this poisonous metal. Substances produc-
ing a bitter taste form a heterogeneous group. The classic
bitter substance is quinine; nicotine and caffeine are also
bitter, as are many of the salts of calcium, magnesium, and
ammonium, the bitter taste being due to the cation portion
of the salt. Sodium ions produce a salty sensation; some or-
ganic compounds, such as lysyltaurine, are even more po-
tent in this regard than sodium chloride.

The intensity of a taste sensation depends on the con-
centration of the stimulating substance, but application of
the same concentration to larger areas of the tongue pro-
duces a more intense sensation; this is probably due to fa-
cilitation involving a greater number of afferent fibers.
Some taste sensations also increase with time, although
taste receptors show a slow but definite adaptation. Ele-
vated temperature, over some ranges, tends to increase the
perceived taste intensity, while dilution by saliva and serous
secretions from the tongue decreases the intensity. The
specificity of the taste sensation arising from a particular
stimulating substance results from the effects of specific re-
ceptor molecules on the microvilli of the sensory cells.
Salty substances probably depolarize sensory cells directly,
while sour substances may produce depolarization by
blocking potassium channels with hydrogen ions. Bitter
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substances bind to specific G protein-coupled receptors
and activate phospholipase C to increase the cell concen-
tration of inositol trisphosphate, which promotes calcium
release from the endoplasmic reticulum. Sweet substances
also act through G protein-coupled receptors and cause in-
creases in adenylyl cyclase activity, increasing cAMP,
which, in turn, promotes the phosphorylation of membrane
potassium channels. The resulting decrease in potassium
conductance leads to depolarization. In the case of the
umami taste, there is evidence of specific G protein-cou-
pled receptors in the cell membranes of sensory taste cells.

Olfactory Sensation. Compared with that of many other
animals, the human sense of smell is not particularly acute.
Nevertheless, we can distinguish 2,000 to 4,000 different
odors that cover a wide range of chemical species. The re-
ceptor organ for olfaction is the olfactory mucosa, an area
of approximately 5 cm? located in the roof of the nasal cav-
ity. Normally there is little air flow in this region of the
nasal tract, but sniffing serves to direct air upward, increas-
ing the likelihood of an odor being detected.

The olfactory mucosa contains about 10 to 20 million
receptor cells. In contrast to the taste sensory cells, the ol-
factory cells are neurons and, as such, are primary recep-
tors. These cells are interspersed among supporting (sus-
tentacular) cells, and tight junctions bind the cells
together at their sensory ends (Fig. 4.28). The receptor
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receptor cells, are part of the sensory cells, in contrast to the
situation in taste receptors. (Modified from Ganong WF. Re-
view of Medical Physiology. 20th Ed. Stamford, CT: McGraw-
Hill, 2001.)
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cells terminate at their apical ends with short, thick den-
drites called olfactory rods, and each cell bears 10 to 20
cilia that extend into a thin covering of mucus secreted by
Bowman's glands located throughout the olfactory mucosa.
Molecules to be sensed must be dissolved in this mucous
layer. The basal ends of the receptor cells form axonal
processes called fila olfactoria that pass through the cribri-
form plate of the ethmoid bone. These short axons synapse
with the mitral cells in complex spherical structures called
olfactory glomeruli located in the olfactory bulb, part of
the brain located just above the olfactory mucosa. Here the
complex afferent and efferent neural connections for the ol-
factory tract are made. Approximately 1,000 fila olfactoria
synapse on each mitral cell, resulting in a highly conver-
gent relationship. Lateral connections are also plentiful in
the olfactory bulb, which also contains efferent fibers
thought to have an inhibitory function.

The olfactory mucosa also contains sensory fibers from
the trigeminal (V) cranial nerve. They are sensitive to cer-
tain odorous substances, such as peppermint and chlorine,
and play a role in the initiation of reflex responses (e.g.,
sneezing) that result from irritation of the nasal tract.

The modalities of smell are numerous and do not fall
into convenient classes, though some general categories,
such as flowery, sweaty, or rotten, may be distinguished.

Olfactory thresholds vary widely from substance to sub-
stance; the threshold concentration for the detection of
ethyl ether is around 5.8 mg/L air, while that for methyl
mercaptan (the odor of garlic) is approximately 0.5 ng/L.
This represents a 10 million-fold difference in sensitivity.
The basis for odor discrimination is not well understood. It
is not likely that there is a receptor molecule for every pos-
sible odor substance located in the membranes of the ol-
factory cilia, and it appears that complex odor sensations
arise from unique spatial patterns of activation throughout
the olfactory mucosa.

Signal transduction appears to involve the binding of
a molecule of an odorous substance to a G protein-cou-
pled receptor on a cilium of a sensory cell. This binding
causes the production of cAMP that binds to, and opens,
sodium channels in the ciliary membrane. The resulting
inward sodium current depolarizes the cell to produce a
generator potential, which causes action potentials to
arise in the initial segments of the fila olfactoria. The
sense of smell shows a high degree of adaptation, some of
which takes place at the level of the generator potential
and some of which may be due to the action of efferent
neurons in the olfactory bulb. Discrimination between
odor intensities is not well defined; detectable differ-
ences may be about 30%.

REVIEW QUESTIONS

DIRECTIONS: Each of the numbered
items or incomplete statements in this
section is followed by answers or
completions of the statement. Select the

ONE lettered answer or completion that is
BEST in each case.

1. An increase in the action potential
frequency in a sensory nerve usually
signifies
(A) Increased intensity of the stimulus
(B) Cessation of the stimulus
(C) Adaptation of the receptor
(D) A constant and maintained
stimulus
(E) An increase in the action potential
conduction velocity

2. Why is the blind spot on the retina not
usually perceived?

(A) It is very small, below the ability of
the sensory cells to detect

(B) It is present only in very young
children

(C) Its location in the visual field is
different in each eye

(D) Constant eye motion prevents the
spot from remaining still

(E) Lateral input from adjacent cells
fills in the missing information

3. The condition known as presbyopia is
due to
(A) Change in the shape of the eyeball
as a result of age

(B) An age-related loss of cells in the
retina

(C) Change in the elasticity of the lens
as a result of age

(D) A loss of transparency in the lens
(E) Increased opacity of the vitreous
humor

. What external aids can be used to help

a myopic eye compensate for distance
vision?

(A) A positive (converging) lens placed
in front of the eye

(B) A negative (diverging) lens placed
in front of the eye

(C) A cylindrical lens placed in front
of the eye

(D) Eyeglasses that are partially
opaque, to reduce the light intensity
(E) No help is needed because the eye
itself can accommodate

. At which location along the basilar

membrane are the highest-frequency
sounds detected?

(A) Nearest the oval window

(B) Farthest from the oval window,
near the helicotrema

(C) Uniformly along the basilar
membrane

(D) At the midpoint of the membrane
(E) At a series of widely-spaced
locations along the membrane

. Motion of the endolymph in the

semicircular canals when the head is

held still will result in the perception
of

(A) Being upside-down

(B) Moving in a straight line

(C) Continued rotation

(D) Being upright and stationary

(E) Lying on one's back

7. A decrease in sensory response while a

stimulus is maintained constant is due
to the phenomenon of

(A) Adaptation

(B) Fatigue

(C) The graded response

(D) Compression

. Sensory receptors that adapt rapidly

are well suited to sensing

(A) The weight of an object held in
the hand

(B) The rate at which an extremity is
being moved

(C) Resting body orientation in space
(D) Potentially hazardous chemicals in
the environment

(E) The position of an extended limb

9. Adaptation in a sensory receptor is

associated with a

(A) Decline in the amplitude of action

potentials in the sensory nerve

(B) Reduction in the intensity of the

applied stimulus

(C) Decline in the conduction velocity

of sensory nerve action potentials
(continued)



(D) Decline in the amplitude of the
generator potential
(E) Reduction in the duration of the
sensory action potentials

10. Which of the following is the principal
function of the bones (ossicles) of the
middle ear?
(A) They provide mechanical support
for the flexible membranes to which
they are attached (i.e., the eardrum and
the oval window)
(B) They reduce the amplitude of the
vibrations reaching the oval window,
protecting it from mechanical damage
(C) They increase the efficiency of
vibration transfer through the middle ear
(D) They control the opening of the
eustachian tubes and allow pressures to
be equalized

1

—_
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(E) They have little effect on the
process of hearing in humans,
since they are essentially passive
structures

.On a moonlit night, human vision is

monochromatic and less acute than
vision during the daytime. This is
because

(A) Objects are being illuminated by
monochromatic light, and there is no
opportunity for color to be produced
(B) The cone cells of the retina, while
more closely packed than the rod cells,
have a lower sensitivity to light of all
colors

(C) Light rays of low intensity do not
carry information as to color

(D) Retinal photoreceptor cells that
have become dark-adapted can no

longer respond to varying wavelengths
of light

(E) At low light levels, the lens cannot
accommodate to sharpen vision
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CHAPTER

The Motor System

John C. Kincaid, M.D.

CHAPTER OUTLINE

m THE SKELETON AS THE FRAMEWORK FOR
MOVEMENT

B MUSCLE FUNCTION AND BODY MIOVEMENT

u PERIPHERAL NERVOUS SYSTEM COMPONENTS
FOR THE CONTROL OF MOVEMENT

B THE SPINAL CORD IN THE CONTROL OF
MOVEMENT

B SUPRASPINAL INFLUENCES ON MOTOR CONTROL

m THE ROLE OF THE CEREBRAL CORTEX IN MOTOR
CONTROL

m THE BASAL GANGLIA AND MOTOR CONTROL
B THE CEREBELLUM IN THE CONTROL OF MOVEMENT

KEY CONCEPTS

1. The contraction of skeletal muscle produces movement by
acting on the skeleton.

2. Motor neurons activate the skeletal muscles.

3. Sensory feedback from muscles is important for precise
control of contraction.

4. The output of sensory receptors like the muscle spindle
can be adjusted.

5. The spinal cord is the source of reflexes that are important
in the initiation and control of movement.

he finger movements of a neurosurgeon manipulating

microsurgical instruments while repairing a cerebral
aneurysm, and the eye-hand-body control of a professional
basketball player making a rimless three-point shot, are two
examples of the motor control functions of the nervous sys-
tem operating at high skill levels. The coordinated con-
traction of the hip flexors and ankle extensors to clear a
slight pavement irregularity encountered during walking is
a familiar example of the motor control system working at
a seemingly automatic level. The stiff-legged stride of a pa-
tient who experienced a stroke and the swaying walk plus
slurred speech of an intoxicated person are examples of per-
turbed motor control.

Although our understanding of the anatomy and phys-
iology of the motor system is still far from complete, a
significant fund of knowledge exists. This chapter will
proceed through the constituent parts of the motor sys-
tem, beginning with the skeleton and ending with the
brain.
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6. Spinal cord function is influenced by higher centers in the
brainstem.

7. The highest level of motor control comes from the cerebral
cortex.

8. The basal ganglia and the cerebellum provide feedback to
the motor control areas of the cerebral cortex and brain-
stem.

THE SKELETON AS THE FRAMEWORK
FOR MOVEMENT

Bones are the body's framework and system of levers. They
are the elements that move. The way adjacent bones articu-
late determines the motion and range of movement at a joint.
Ligaments hold the bones together across the joint. Move-
ments are described based on the anatomic planes through
which the skeleton moves and the physical structure of the
joint. Most joints move in only one plane, but some permit
movement in multiple anatomic reference planes (Fig. 5.1).
Hinge joints, such as the elbow, are uniaxial, permitting
movements in the sagittal plane. The wrist is an example of
a biaxial joint. The shoulder is a multiaxial joint; movement
can occur in oblique planes as well as the three major planes
of that joint. Flexion and extension describe movements in
the sagittal plane. Flexion movements decrease the angle
between the moving body segments. Extension describes
movement in the opposite direction. Abduction moves the
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@Anatomic reference planes. The figure is
shown in the standard anatomic position with

the associated primary reference planes.

body part away from the midline, while adduction moves
the body part toward midline.

MUSCLE FUNCTION AND BODY MOVEMENT

Muscles span joints and are attached at two or more points
to the bony levers of the skeleton. The muscles provide the
power that moves the body's levers. Muscles are described
in terms of their origin and insertion attachment sites. The
origin tends to be the more fixed, less mobile location,
while the insertion refers to the skeletal site that is more
mobile. Movement occurs when a muscle generates force
on its attachment sites and undergoes shortening. This type
of action is termed an isotonic or concentric contraction.
Another form of muscular action is a controlled lengthen-
ing while still generating force. This is an eccentric con-
traction. A muscle may also generate force but hold its at-
tachment sites static, as in isometric contraction.

Because muscle contraction can produce movement in
only one direction, at least two muscles opposing each other
at a joint are needed to achieve motion in more than one di-
rection. When a muscle produces movement by shortening,
it is an agonist. The prime mover is the muscle that con-
tributes most to the movement. Muscles that oppose the ac-
tion of the prime mover are antagonists. The quadriceps and
hamstring muscles are examples of agonist-antagonist pairs in
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knee extension and flexion. During both simple and light-
load skilled movements, the antagonist is relaxed. Contrac-
tion of the agonist with concomitant relaxation of the antag-
onist occurs by the nervous system function of reciprocal
inhibition. Co-contraction of agonist and antagonist occurs
during movements that require precise control.

A muscle functions as a synergist if it contracts at the
same time as the agonist while cooperating in producing
the movement. Synergistic action can aid in producing a
movement (e.g., the activity of both flexor carpi ulnaris and
extensor carpi ulnaris are used in producing ulnar deviation
of the wrist); eliminating unwanted movements (e.g., the
activity of wrist extensors prevents flexion of the wrist
when finger flexors contract in closing the hand); or stabi-
lizing proximal joints (e.g., isometric contractions of mus-
cles of the forearm, upper arm, shoulder, and trunk accom-
pany a forceful grip of the hand).

PERIPHERAL NERVOUS SYSTEM COMPONENTS
FOR THE CONTROL OF MOVEMENT

We can identify the components of the nervous system that
are predominantly involved in the control of motor func-
tion and discuss the probable roles for each of them. It is
important to appreciate that even the simplest reflex or vol-
untary movement requires the interaction of multiple levels
of the nervous system (Fig. 5.2).

Cerebral cortex

A

yd

Basal
ganglia

Y

Brainstem

Cerebellum

A4 \4

Peripheral
sensory Spinal
output Q cord

Final common path
(alpha motor neuron)

Skeletal muscle

@Motor control system. Alpha motor neurons
are the final common path for motor control.
Peripheral sensory input and spinal cord tract signals that descend
from the brainstem and cerebral cortex influence the motor neu-

rons. The cerebellum and basal ganglia contribute to motor con-
trol by modifying brainstem and cortical activity.
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The motor neurons in the spinal cord and cranial nerve
nuclei, plus their axons and muscle fibers, constitute the fi-
nal common path, the route by which all central nervous
activity influences the skeletal muscles. The motor neurons
located in the ventral horns of the spinal gray matter and
brainstem nuclei are influenced by both local reflex cir-
cuitry and by pathways that descend from the brainstem
and cerebral cortex. The brainstem-derived pathways in-
clude the rubrospinal, vestibulospinal, and reticulospinal
tracts; the cortical pathways are the corticospinal and cor-
ticobulbar tracts. Although some of the cortically derived
axons terminate directly on motor neurons, most of the ax-
ons of the cortical and the brainstem-derived tracts termi-
nate on interneurons, which then influence motor neuron
function. The outputs of the basal ganglia of the brain and
cerebellum provide fine-tuning of cortical and brainstem
influences on motor neuron functions.

Alpha Motor Neurons Are the Final Common Path
for Motor Control

Motor neurons segregate into two major categories, alpha
and gamma. Alpha motor neurons innervate the extrafusal
muscle fibers, which are responsible for force generation.
Gamma motor neurons innervate the intrafusal muscle
fibers, which are components of the muscle spindle. An al-
pha motor neuron controls several muscle fibers, 10 to
1,000, depending on the muscle. The term motor unit de-
scribes a motor neuron, its axon, the branches of the axon,
the neuromuscular junction synapses at the distal end of
each axon branch, and all of the extrafusal muscle fibers in-
nervated by that motor neuron (Fig. 5.3). When a motor
neuron generates an action potential, all of its muscle fibers
are activated.

Alpha motor neurons can be separated into two popula-
tions according to their cell body size and axon diameter.
The larger cells have a high threshold to synaptic stimula-
tion, have fast action potential conduction velocities, and

Skeletal
muscle
fibers

High-
threshold
motor unit

Low-threshold
motor unit Alpha
motor

neurons

@Motor unit structure. A motor unit consists of
an alpha motor neuron and the group of extra-

fusal muscle fibers it innervates. Functional characteristics, such as
activation threshold, twitch speed, twitch force, and resistance to

fatigue, are determined by the motor neuron. Low- and high-
threshold motor units are shown.

are active in high-effort force generation. They innervate
fast-twitch, high-force but fatigable muscle fibers. The
smaller alpha motor neurons have lower thresholds to
synaptic stimulation, conduct action potentials at a some-
what slower velocity, and innervate slow-twitch, low-force,
fatigue-resistant muscle fibers (see Chapter 9). The muscle
fibers of each motor unit are homogeneous, either fast-
twitch or slow-twitch. This property is ultimately deter-
mined by the motor neuron. Muscle fibers that are dener-
vated secondary to disease of the axon or nerve cell body
may change twitch type if reinnervated by an axon
sprouted from a different twitch-type motor neuron.

The organization into different motor unit types has
important functional consequences for the production of
smooth, coordinated contractions. The smallest neurons
have the lowest threshold and are, therefore, activated
first when synaptic activity is low. These produce sustain-
able, relatively low-force tonic contractions in slow-
twitch, fatigue-resistant muscle fibers. If additional force
is required, synaptic drive from higher centers increases
the action potential firing rate of the initially activated
motor neurons and then activates additional motor units
of the same type. If yet higher force levels are needed, the
larger motor neurons are recruited, but their contribution
is less sustained as a result of fatigability. This orderly
process of motor unit recruitment obeys what is called the
size principle—the smaller motor neurons are activated
first. A logical corollary of this arrangement is that mus-
cles concerned with endurance, such as antigravity mus-
cles, contain predominantly slow-twitch muscle fibers in
accordance with their function of continuous postural
support. Muscles that contain predominantly fast-twitch
fibers, including many physiological flexors, are capable
of producing high-force contractions.

Afferent Muscle Innervation Provides Feedback
for Motor Control

The muscles, joints, and ligaments are innervated with sen-
sory receptors that inform the central nervous system about
body position and muscle activity. Skeletal muscles contain
muscle spindles, Golgi tendon organs, free nerve endings,
and some Pacinian corpuscles. Joints contain Ruffini end-
ings and Pacinian corpuscles; joint capsules contain nerve
endings; ligaments contain Golgi tendon-like organs. To-
gether, these are the proprioceptors, providing sensation
from the deep somatic structures. These sensations, which
may not reach a conscious level, include the position of the
limbs and the force and speed of muscle contraction. They
provide the feedback that is necessary for the control of
movements.

Muscle spindles provide information about the muscle
length and the velocity at which the muscle is being
stretched. Golgi tendon organs provide information about
the force being generated. Spindles are located in the mass
of the muscle, in parallel with the extrafusal muscle fibers.
Golgi tendon organs are located at the junction of the mus-
cle and its tendons, in series with the muscle fibers (Fig. 5.4).

Muscle Spindles. Muscle spindles are sensory organs
found in almost all of the skeletal muscles. They occur in
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greatest density in small muscles serving fine movements,
such as those of the hand, and in the deep muscles of the
neck. The muscle spindle, named for its long fusiform
shape, is attached at both ends to extrafusal muscle fibers.
Within the spindle’s expanded middle portion is a fluid-
filled capsule containing 2 to 12 specialized striated muscle
fibers entwined by sensory nerve terminals. These intra-
fusal muscle fibers, about 300 wm long, have contractile fil-
aments at both ends. The noncontractile midportion con-
tains the cell nuclei (Fig. 5.4B). Gamma motor neurons
innervate the contractile elements. There are two types of
intrafusal fibers: nuclear bag fibers, named for the large
number of nuclei packed into the midportion, and nuclear
chain fibers, in which the nuclei are arranged in a longitu-
dinal row. There are about twice as many nuclear chain
fibers as nuclear bag fibers per spindle. The nuclear bag
type fibers are further classified as bag; and bag,, based on
whether they respond best in the dynamic or static phase of
muscle stretch, respectively.

Sensory axons surround both the noncontractile mid-
portion and paracentral region of the contractile ends of
the intrafusal fiber. The sensory axons are categorized as
primary (type la) and secondary (type II). The axons of
both types are myelinated. Type la axons are larger in di-
ameter (12 to 20 wm) than type Il axons (6 to 12 wm) and
have faster conduction velocities. Type la axons have spiral
shaped endings that wrap around the middle of the intra-
fusal muscle fiber (see Fig. 5.4B). Both nuclear bag and nu-
clear chain fibers are innervated by type la axons. Type Il
axons innervate mainly nuclear chain fibers and have nerve
endings that are located along the contractile components
on either side of the type la spiral ending. The nerve end-
ings of both primary and secondary sensory axons of the
muscle spindles respond to stretch by generating action po-
tentials that convey information to the central nervous sys-
tem about changes in muscle length and the velocity of

length change (Fig 5.5). The primary endings temporarily
cease generating action potentials during the release of a
muscle stretch (Fig. 5.6).

Golgi Tendon Organs. Golgi tendon organs (GTOs) are
1 mm long, slender receptors encapsulated within the ten-
dons of the skeletal muscles (see Fig. 5.4A and C). The dis-
tal pole of a GTO is anchored in collagen fibers of the ten-
don. The proximal pole is attached to the ends of the
extrafusal muscle fibers. This arrangement places the GTO
in series with the extrafusal muscle fibers such that con-
tractions of the muscle stretch the GTO.

A large-diameter, myelinated type Ib afferent axon arises
from each GTO. These axons are slightly smaller in diam-
eter than the type la variety, which innervate the muscle
spindle. Muscle contraction stretches the GTO and gener-
ates action potentials in type Ib axons. The GTO output
provides information to the central nervous system about
the force of the muscle contraction.

Information entering the spinal cord via type la and Ib
axons is directed to many targets, including the spinal in-
terneurons that give rise to the spinocerebellar tracts.
These tracts convey information to the cerebellum about
the status of muscle length and tension.

Gamma Motor Neurons. Alpha motor neurons innervate
the extrafusal muscle fibers, and gamma motor neurons in-
nervate the intrafusal fibers. Cells bodies of both alpha and
gamma motor neurons reside in the ventral horns of the
spinal cord and in nuclei of the cranial motor nerves.
Nearly one third of all motor nerve axons are destined for
intrafusal muscle fibers. This high number reflects the com-
plex role of the spindles in motor system control. Intrafusal
muscle fibers likewise constitute a significant portion of the
total number of muscle cells, yet they contribute little or
nothing to the total force generated when the muscle con-
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tracts. Rather, the contractions of intrafusal fibers play a
modulating role in sensation, as they alter the length and,
thereby, the sensitivity of the muscle spindles.

Even when the muscle is at rest, the muscle spindles are
slightly stretched, and type la afferent nerves exhibit a slow
discharge of action potentials. Contraction of the muscle
increases the firing rate in type Ib axons from Golgi tendon
organs, whereas type la axons temporarily cease or reduce
firing because the shortening of the surrounding extrafusal
fibers unloads the intrafusal muscle fibers. If a load on the
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spindle were reinstituted, the la nerve endings would re-
sume their sensitivity to stretch. The role of the gamma
motor neurons is to "reload” the spindle during muscle con-
traction by activating the contractile elements of the intra-
fusal fibers. This is accomplished by coordinated activation
of the alpha and gamma motor neurons during muscle con-
traction (see Fig. 5.5).

The gamma motor neurons and the intrafusal fibers they
innervate are traditionally referred to as the fusimotor sys-
tem. Axons of the gamma neurons terminate in one of two
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types of endings, each located distal to the sensory endings
on the striated poles of the spindle’s muscle fibers (see Fig.
5.4B). The nerve terminals are either plate endings or trail
endings; each intrafusal fiber has only one of these two
types of endings. Plate endings occur predominantly on
bag, fibers (dynamic), whereas trail endings, primarily on
chain fibers, are also seen on bag, (static) fibers. This
arrangement allows for largely independent control of the
nuclear bag and nuclear chain fibers in the spindle.

Gamma motor neurons with plate endings are designated
dynamic and those with trail endings are designated static.
This functional distinction is based on experimental find-
ings showing that stimulation of gamma neurons with plate
endings enhanced the response of type la sensory axons to
stretch, but only during the dynamic (muscle length chang-
ing) phase of a muscle stretch. During the static phase of the
stretch (muscle length increase maintained) stimulation of
the gamma neurons with trail endings enhanced the re-
sponse of type Il sensory axons. Static gamma neurons can
affect the responses of both types la and Il sensory axons;
dynamic gamma neurons affect the response of only type la
axons. These differences suggest that the motor system has
the ability to monitor muscle length more precisely in some
muscles and the speed of contraction in others.

THE SPINAL CORD IN THE CONTROL
OF MOVEMENT

Muscles interact extensively in the maintenance of posture
and the production of coordinated movement. The circuitry
of the spinal cord automatically controls much of this inter-
action. Sensory feedback from muscles reaches motor neu-
rons of related muscles and, to a lesser degree, of more dis-
tant muscles. In addition to activating local circuits, muscles
and joints transmit sensory information up the spinal cord to
higher centers. This information is processed and can be re-
layed back to influence spinal cord circuits.

The Structural Arrangement of Spinal
Motor Systems Correlates With Function

The cell bodies of the spinal cord motor neurons are
grouped into pools in the ventral horns. A pool consists of
the motor neurons that serve a particular muscle. The num-
ber of motor neurons that control a muscle varies in direct
proportion to the delicacy of control required. The motor
neurons are organized so that those innervating the axial
muscles are grouped medially and those innervating the
limbs are located laterally (Fig. 5.7). The lateral limb motor
neuron areas are further organized so that proximal actions,
such as girdle movements, are controlled from relatively
medial locations, while distal actions, such as finger move-
ments, are located the most laterally. Neurons innervating
flexors and extensors are also segregated. A motor neuron
pool may extend over several spinal segments in the form
of a column of motor neurons. This is mirrored by the in-
nervation serving a single muscle emerging from the spinal
cord in two or even three adjacent spinal nerve root levels.
A physiological advantage to such an arrangement is that
injury to a single nerve root, as could be produced by her-
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niation of an intervertebral disk, will not completely para-
lyze a muscle.

A zone between the medial and lateral pools contains in-
terneurons that project to limb motor neuron pools ipsilat-
erally and axial pools bilaterally. Between the spinal cord’s
dorsal and ventral horns lies the intermediate zone, which
contains an extensive network of interneurons that inter-
connect motor neuron pools (see Fig. 5.7). Some interneu-
rons make connections in their own cord segment; others
have longer axon projections that travel in the white mat-
ter to terminate in other segments of the spinal cord. These
longer axon interneurons, termed propriospinal cells, carry
information that aids coordinated movement. The impor-
tance of spinal cord interneurons is reflected in the fact that
they comprise the majority of neurons in the spinal cord
and provide the majority of the motor neuron synapses.

The Spinal Cord Mediates Reflex Activity

The spinal cord contains neural circuitry to generate re-
flexes, stereotypical actions produced in response to a pe-
ripherally applied stimulus. One function of a reflex is to
generate a rapid response. A familiar example is the rapid,
involuntary withdrawal of a hand after touching a danger-
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ously hot object well before the heat or pain is perceived.
This type of reflex protects the organism before higher
CNS levels identify the problem. Some reflexes are simple,
others much more complex. Even the simplest requires co-
ordinated action in which the agonist contracts while the
antagonist relaxes. The functional unit of a reflex consists
of a sensor, an afferent pathway, an integrating center, an
efferent pathway, and an effector. The sensory receptors
for spinal reflexes are the proprioceptors and cutaneous re-
ceptors. Impulses initiated in these receptors travel along
afferent nerves to the spinal cord, where interneurons and
motor neurons constitute the integrating center. The final
common path, or motor neurons, make up the efferent
pathway to the effector organs, the skeletal muscles. The
responsiveness of such a functional unit can be modulated
by higher motor centers acting through descending path-
ways to facilitate or inhibit its activation.

Study of the three types of spinal reflexes—the my-
otatic, the inverse myotatic, and the flexor withdrawal—
provides a basis for understanding the general mechanism
of reflexes.

The Myotatic (Muscle Stretch) Reflex. Stretching or
elongating a muscle—such as when the patellar tendon is
tapped with a reflex hammer or when a quick change in
posture is made—causes it to contract within a short time
period. The period between the onset of a stimulus and the
response, the latency period, is on the order of 30 msec for
a knee-jerk reflex in a human. This response, called the my-
otatic or muscle stretch reflex, is due to monosynaptic cir-
cuitry, where an afferent sensory neuron synapses directly
on the efferent motor neuron (Fig 5.8). The stretch acti-
vates muscle spindles. Type la sensory axons from the spin-
dle carry action potentials to the spinal cord, where they
synapse directly on motor neurons of the same (homony-
mous) muscle that was stretched and on motor neurons of
synergistic (heteronymous) muscles. These synapses are
excitatory and utilize glutamate as the neurotransmitter.
Monosynaptic type la synapses occur predominantly on al-
pha motor neurons; gamma motor neurons seemingly lack
such connections.

Collateral branches of type la axons also synapse on in-
terneurons, whose action then inhibits motor neurons of
antagonist muscles (see Fig 5.8). This synaptic pattern,
called reciprocal inhibition, serves to coordinate muscles
of opposing function around a joint. Secondary (type II)
spindle afferent fibers also synapse with homonymous mo-
tor neurons, providing excitatory input through both
monosynaptic and polysynaptic pathways. Golgi tendon
organ input via type Ib axons has an inhibitory influence on
homonymous motor neurons.

The myotatic reflex has two components: a phasic part,
exemplified by tendon jerks, and a tonic part, thought to be
important for maintaining posture. The phasic component
is more familiar. These components blend together, but ei-
ther one may predominate, depending on whether other
synaptic activity, such as from cutaneous afferent neurons
or pathways descending from higher centers, influences the
motor response. Primary spindle afferent fibers probably
mediate the tendon jerk, with secondary afferent fibers
contributing mainly to the tonic phase of the reflex.
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The myotatic reflex performs many functions. At the
most general level, it produces rapid corrections of motor
output in the moment-to-moment control of movement. It
also forms the basis for postural reflexes, which maintain
body position despite a varying range of loads and/or ex-
ternal forces on the body.

The Inverse Myotatic Reflex. The active contraction of a
muscle also causes reflex inhibition of the contraction. This
response is called the inverse myotatic reflex because it
produces an effect that is opposite to that of the myotatic
reflex. Active muscle contraction stimulates Golgi tendon
organs, producing action potentials in the type Ib afferent
axons. Those axons synapse on inhibitory interneurons that
influence homonymous and heteronymous motor neurons
and on excitatory interneurons that influence motor neu-
rons of antagonists (Fig 5.9).

The function of the inverse myotatic reflex appears to
be a tension feedback system that can adjust the strength
of contraction during sustained activity. The inverse my-
otatic reflex does not have the same function as recipro-
cal inhibition. Reciprocal inhibition acts primarily on the
antagonist, while the inverse myotatic reflex acts on the
agonist.

The inverse myotatic reflex, like the myotatic reflex, has
a more potent influence on the physiological extensor mus-
cles than on the flexor muscles, suggesting that the two re-
flexes act together to maintain optimal responses in the
antigravity muscles during postural adjustments. Another
hypothesis about the conjoint function is that both of these
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reflexes contribute to the smooth generation of tension in
muscle by regulating muscle stiffness.

The Flexor Withdrawal Reflex. Cutaneous stimulation—
such as touch, pressure, heat, cold, or tissue damage—can
elicit a flexor withdrawal reflex. This reflex consists of a
contraction of flexors and a relaxation of extensors in the
stimulated limb. The action may be accompanied by a con-
traction of the extensors on the contralateral side. The ax-
ons of cutaneous sensory receptors synapse on interneurons
in the dorsal horn. Those interneurons act ipsilaterally to
excite the motor neurons of flexor muscles and inhibit
those of extensor muscles. Collaterals of interneurons cross
the midline to excite contralateral extensor motor neurons
and inhibit flexors (Fig. 5.10).

There are two types of flexor withdrawal reflexes: those
that result from innocuous stimuli and those that result from
potentially injurious stimulation. The first type produces a
localized flexor response accompanied by slight or no limb
withdrawal; the second type produces widespread flexor
contraction throughout the limb and abrupt withdrawal.
The function of the first type of reflex is less obvious, but
may be a general mechanism for adjusting the movement of
a body part when an obstacle is detected by cutaneous sen-
sory input. The function of the second type is protection of
the individual. The endangered body part is rapidly re-
moved, and postural support of the opposite side is
strengthened if needed (e.g., if the foot is being withdrawn).

Collectively, these reflexes provide for stability and pos-
tural support (the myotatic and inverse myotatic) and mo-
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@Flexor withdrawal reflex circuitry. Stimula-
tion of cutaneous afferents activates ipsilateral
flexor muscles via excitatory interneurons. Ipsilateral extensor

motor neurons are inhibited. Contralateral extensor motor neuron
activation provides postural support for withdrawal of the stimu-

lated limb.

bility (flexor withdrawal). The reflexes provide a founda-
tion of automatic responses on which more complicated
voluntary movements are built.

The Spinal Cord Can Produce
Basic Locomotor Actions

For locomotion, muscle action must occur in the limbs,
but the posture of the trunk must also be controlled to
provide a foundation from which the limb muscles can
act. For example, when a human takes a step forward, not
only must the advancing leg flex at the hip and knee, the
opposite leg and bilateral truncal muscles must also be
properly activated to prevent collapse of the body as
weight is shifted from one leg to the other. Responsibility
for the different functions that come together in success-
ful locomotion is divided between several levels of the
central nervous system.

Studies in experimental animals, mostly cats, have
demonstrated that the spinal cord contains the capability
for generating basic locomotor movements. This neural cir-
cuitry, called a central pattern generator, can produce the
alternating contraction of limb flexors and extensors that is
needed for walking. It has been shown experimentally that
application of an excitatory amino acid like glutamate to
the spinal cord produces rhythmic action potentials in mo-
tor neurons. Each limb has its own pattern generator, and
the actions of different limbs are then coordinated. The
normal strategy for generating basic locomotion engages
central pattern generators and uses both sensory feedback



98 PART Il NEUROPHYSIOLOGY

and efferent impulses from higher motor control centers for
the refinement of control.

Spinal Cord Injury Alters Voluntary
and Reflex Motor Activity

When the spinal cord of a human or other mammal is se-
verely injured, voluntary and reflex movements are imme-
diately lost caudal to the level of injury. This acute impair-
ment of function is called spinal shock. The loss of
voluntary motor control is termed plegia, and the loss of re-
flexes is termed areflexia. Spinal shock may last from days
to months, depending on the severity of cord injury. Re-
flexes tend to return, as may some degree of voluntary con-
trol. As recovery proceeds, myotatic reflexes become hy-
peractive, as demonstrated by an excessively vigorous
response to tapping the muscle tendon with a reflex ham-
mer. Tendon tapping, or even limb repositioning that pro-
duces a change in the muscle length, may also provoke
clonus, a condition characterized by repetitive contraction
and relaxation of a muscle in an oscillating fashion every
second or so, in response to a single stimulus. Flexor with-
drawal reflexes may also reappear and be provoked by
lesser stimuli than would be normally required. The acute
loss and eventual overactivity of all of these reflexes results
from the lack of influence of the neural tracts that descend
from higher motor control centers to the motor neurons
and associated interneuron pools.

SUPRASPINAL INFLUENCES
ON MOTOR CONTROL

Descending signals from the cervical spinal cord, brain-
stem, and cortex can influence the rate of motor neuron fir-
ing and the recruitment of additional motor neurons to in-
crease the speed and force of muscle contraction. The
influence of higher motor control centers is illustrated by a
walking dog whose right and left limbs show alternating
contractions and then change to a running pattern in which
both sides contract in synchrony.

The brainstem contains the neural circuitry for initiating
locomotion and for controlling posture. The maintenance of
posture requires coordinated activity of both axial and limb
muscles in response to input from proprioceptors and spatial
position sensors, such as the inner ear. Cerebral cortex input
through the corticospinal system is necessary for the control
of fine individual movements of the distal limbs and digits.
Each higher level of the nervous system acts on lower levels
to produce appropriate, more refined movements.

The Brainstem Is the Origin of Three Descending
Tracts That Influence Movement

Three brainstem nuclear groups give rise to descending
motor tracts that influence motor neurons and their associ-
ated interneurons. These consist of the red nucleus, the
vestibular nuclear complex, and the reticular formation
(Fig. 5.11). The other major descending influence on the
motor neurons is the corticospinal tract, the only volitional
control pathway in the motor system. In most cases, the de-
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@Brainstem nuclei of descending motor path-
ways. The magnocellular portion of the red
nucleus is the origin of the rubrospinal tract. The lateral vestibular
nucleus is the source of the vestibulospinal tract. The reticular
formation is the source of two tracts, one from the pontine por-
tion and one from the medulla. Structures illustrated are from the
monkey. SC, superior colliculus; ca, cerebral aqueduct; [V v.,
fourth ventricle; Red nucleus mc, red nucleus magnocellular area.

scending pathways act through synaptic connections on in-
terneurons. The connection is less commonly made di-
rectly with motor neurons.

The Rubrospinal Tract. The red nucleus of the mesen-
cephalon receives major input from both the cerebellum
and the cerebral cortical motor areas. Output via the
rubrospinal tract is directed predominantly to contralateral
spinal motor neurons that are involved with movements of
the distal limbs. The axons of the rubrospinal tract are lo-
cated in the lateral spinal white matter, just anterior to the
corticospinal tract. Rubrospinal action enhances the func-
tion of motor neurons innervating limb flexor muscles
while inhibiting extensors. This tract may also influence
gamma motor neuron function.

Electrophysiological studies reveal that many rubrospinal
neurons are active during locomotion, with more than half
showing increased activity during the swing phase of step-
ping, when the flexors are most active. This system appears
to be important for the production of movement, especially
in the distal limbs. Experimental lesions that interrupt
rubrospinal axons produce deficits in distal limb flexion, with
little change in more proximal muscles. In higher animals,
the corticospinal tract supersedes some of the function of the
rubrospinal tract.

The Vestibulospinal Tract. The vestibular system regu-
lates muscular function for the maintenance of posture in
response to changes in the position of the head in space and
accelerations of the body. There are four major nuclei in
the vestibular complex: the superior, lateral, medial, and
inferior vestibular nuclei. These nuclei, located in the pons
and medulla, receive afferent action potentials from the
vestibular portion of the ear, which includes the semicircu-
lar canals, the utricle, and the saccule (see Chapter 4). In-
formation about rotatory and linear motions of the head
and body are conveyed by this system. The vestibular nu-
clei are reciprocally connected with the superior colliculus
on the dorsal surface of the mesencephalon. Input from the



retina is received there and is utilized in adjusting eye posi-
tion during movement of the head. Reciprocal connections
to the vestibular nuclei are also made with the cerebellum
and reticular formation.

The chief output to the spinal cord is the vestibu-
lospinal tract, which originates predominantly from the
lateral vestibular nucleus. The tract's axons are located in
the anterior-lateral white matter and carry excitatory action
potentials to ipsilateral extensor motor neuron pools, both
alpha and gamma. The extensor motor neurons and their
musculature are important in the maintenance of posture.
Lesions in the brainstem secondary to stroke or trauma may
abnormally enhance the influence of the vestibulospinal
tract and produce dramatic clinical manifestations (see
Clinical Focus Box 5.1).

The Reticulospinal Tract. The reticular formation in the
central gray matter core of the brainstem contains many
axon bundles interwoven with cells of various shapes and
sizes. A prominent characteristic of reticular formation
neurons is that their axons project widely in ascending and
descending pathways, making multiple synaptic connec-
tions throughout the neuraxis. The medial region of the
reticular formation contains large neurons that project up-
ward to the thalamus, as well as downward to the spinal
cord. Afferent input to the reticular formation comes from
the spinal cord, vestibular nuclei, cerebellum, lateral hypo-
thalamus, globus pallidus, tectum, and sensorimotor cortex.

Two areas of the reticular formation are important in the
control of motor neurons. The descending tracts arise from
the nucleus reticularis pontis oralis and nucleus reticularis
pontis caudalis in the pons, and from the nucleus reticu-
laris gigantocellularis in the medulla. The pontine reticular
area gives rise to the ipsilateral pontine reticulospinal
tract, whose axons descend in the medial spinal cord white
matter. These axons carry excitatory action potentials to
interneurons that influence alpha and gamma motor neuron
pools of axial muscles. The medullary area gives rise to the
medullary reticulospinal tract, whose axons descend
mostly ipsilateral in the anterior spinal white matter. These

CLINICAL FOCUS BOX 5.1

Decerebrate Rigidity

A patient with a history of poorly controlled hyperten-
sion, a result of noncompliance with his medication, is
brought to the emergency department because of sud-
den collapse and subsequent unresponsiveness. A neu-
rological examination performed about 30 minutes after
onset of the collapse shows no response to verbal stim-
uli. No spontaneous movements of the limbs are ob-
servable. A mildly painful stimulus, compression of the
soft tissue of the supraorbital ridge, causes immediate
extension of the neck and both arms and legs. This pos-
ture relaxes within a few seconds after the stimulation
is stopped. After the patient is stabilized medically, he
undergoes a magnetic resonance imaging (MRI) study
of the brain. The study demonstrates a large area of
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axons have inhibitory influences on interneurons that mod-
ulate extensor motor neurons.

The Terminations of the Brainstem Motor Tracts
Correlate With Their Functions

The vestibulospinal and reticulospinal tracts descend medi-
ally in the spinal cord and terminate in the ventromedial
part of the intermediate zone, an area in the gray matter
containing propriospinal interneurons (Fig. 5.12). There
are also some direct connections with motor neurons of the
neck and back muscles and the proximal limb muscles.
These tracts are the main CNS pathways for maintaining
posture and head position during movement.

The rubrospinal tract descends laterally in the spinal cord
and terminates mostly on interneurons in the lateral spinal
intermediate zone, but it also has some monosynaptic con-
nections directly on motor neurons to muscles of the distal
extremities. This tract supplements the medial descending
pathways in postural control and the corticospinal tract for
independent movements of the extremities.

In accordance with their medial or lateral distributions to
spinal motor neurons, the reticulospinal and vestibulospinal
tracts are thought to be most important for the control of
axial and proximal limb muscles, whereas the rubrospinal
(and corticospinal) tracts are most important for the control
of distal limb muscles, particularly the flexors.

Sensory and Motor Systems Work Together
to Control Posture

The maintenance of an upright posture in humans requires
active muscular resistance against gravity. For movement to
occur, the initial posture must be altered by flexing some
body parts against gravity. Balance must be maintained dur-
ing movement, which is achieved by postural reflexes initi-
ated by several key sensory systems. Vision, the vestibular
system, and the somatosensory system are important for
postural reflexes.

hemorrhage bilaterally in the upper pons and lower
mesencephalon.

The posture this patient demonstrated in response to a
noxious stimulus is termed decerebrate rigidity. Its
presence is associated with lesions of the mesencephalon
that isolate the portions of the brainstem below that level
from the influence of higher centers. The abnormal pos-
ture is a result of extreme activation of the antigravity ex-
tensor muscles by the unopposed action of the lateral
vestibular nucleus and the vestibulospinal tract. A model
of this condition can be produced in experimental animals
by a surgical lesion located between the mesencephalon
and pons. It can also be shown in experimental animals
that a destructive lesion of the lateral vestibular nucleus re-
lieves the rigidity on that side.
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@Brainstem motor control tracts. The vestibu-
lospinal and reticulospinal tracts influence mo-
tor neurons that control axial and proximal limb muscles. The

rubrospinal tract influences motor neurons controlling distal limb
muscles. Excitatory pathways are shown in red.

Somatosensory input provides information about the
position and movement of one part of the body with re-
spect to others. The vestibular system provides information
about the position and movement of the head and neck
with respect to the external world. Vision provides both
types of information, as well as information about objects
in the external world. Visual and vestibular reflexes interact
to produce coordinated head and eye movements associ-
ated with a shift in gaze. Vestibular reflexes and so-
matosensory neck reflexes interact to produce reflex
changes in limb muscle activity. The quickest of these
compensations occurs at about twice the latency of the
monosynaptic myotatic reflex. These response types are
termed long loop reflexes. The extra time reflects the ac-
tion of other neurons at different anatomic levels of the
nervous system.

THE ROLE OF THE CEREBRAL CORTEX
IN MOTOR CONTROL

The cerebral cortical areas concerned with motor function
exert the highest level of motor control. It is difficult to for-
mulate an unequivocal definition of a cortical motor area,

but three criteria may be used. An area is said to have a mo-

tor function if

e Stimulation using very low current strengths elicits
movements.

e Destruction of the area results in a loss of motor func-
tion.

e The area has output connections going directly or rela-
tively directly (i.e., with a minimal number of interme-
diate connections) to the motor neurons.

Some cortical areas fulfill all of these criteria and have
exclusively motor functions. Other areas fulfill only some
of the criteria yet are involved in movement, particularly
volitional movement.

Distinct Cortical Areas Participate
in Voluntary Movement

The primary motor cortex (MI), Brodmann's area 4, fulfills
all three criteria for a motor area (Fig. 5.13). The supple-
mentary motor cortex (MII), which also fulfills all three cri-
teria, is rostral and medial to MI in Brodmann's area 6.
Other areas that fulfill some of the criteria include the rest
of Brodmann's area 6; areas 1, 2, and 3 of the postcentral

@Brodmann’s cytoarchitectural map of the
human cerebral cortex. Area 4 is the primary
motor cortex (MI); area 6 is the premotor cortex and includes the
supplementary motor area (MII) on the medial aspect of the
hemisphere; area 8 influences voluntary eye movements; areas 1,

2, 3, 5, and 7 have sensory functions but also contribute axons to
the corticospinal tract.



gyrus; and areas 5 and 7 of the parietal lobe. All of these ar-
eas contribute fibers to the corticospinal tract, the efferent
motor pathway from the cortex.

The Primary Motor Cortex (MI).  This cortical area corre-
sponds to Brodmann's area 4 in the precentral gyrus. Area 4
is structured in six well-defined layers (I to VI), with layer [
being closest to the pial surface. Afferent fibers terminate in
layers [ to V. Thalamic afferent fibers terminate in two lay-
ers; those that carry somatosensory information end in
layer IV, and those from nonspecific nuclei end in layer I.
Cerebellar afferents terminate in layer IV. Efferent axons
arise in layers V and VI to descend as the corticospinal
tract. Body areas are represented in an orderly manner, as
somatotopic maps, in the motor and sensory cortical areas
(Fig 5.14). Those parts of the body that perform fine
movements, such as the digits and the facial muscles, are
controlled by a greater number of neurons that occupy
more cortical territory than the neurons for the body parts
only capable of gross movements.

Low-level electrical stimulation of MI produces twitch-
like contraction of a few muscles or, less commonly, a sin-
gle muscle. Slightly stronger stimuli also produce responses
in adjacent muscles. Movements elicited from area 4 have
the lowest stimulation thresholds and are the most discrete
of any movements elicited by stimulation. Stimulation of
MI limb areas produces contralateral movement, while cra-
nial cortical areas may produce bilateral motor responses.
Destruction of any part of the primary motor cortex leads
to immediate paralysis of the muscles controlled by that
area. In humans, some function may return weeks to
months later, but the movements lack the fine degree mus-
cle control of the normal state. For example, after a lesion
in the arm area of MI, the use of the hand recovers, but the
capacity for discrete finger movements does not.
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wA cortical map of motor functions. Primary
motor cortex (MI) and supplementary motor
cortex (MII) areas in the monkey brain. MIl is on the medial as-
pect of the hemisphere.
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Neurons in MI encode the capability to control muscle
force, muscle length, joint movement, and position. The
area receives somatosensory input, both cutaneous and pro-
prioceptive, via the ventrobasal thalamus. The cerebellum
projects to MI via the red nucleus and ventrolateral thala-
mus. Other afferent projections come from the nonspecific
nuclei of the thalamus, the contralateral motor cortex, and
many other ipsilateral cortical areas. There are many axons
between the precentral (motor) and postcentral (so-
matosensory) gyri and many connections to the visual cor-
tical areas. Because of their connections with the so-
matosensory cortex, the cortical motor neurons can also
respond to sensory stimulation. For example, cells inner-
vating a particular muscle may respond to cutaneous stim-
uli originating in the area of skin that moves when that
muscle is active, and they may respond to proprioceptive
stimulation from the muscle to which they are related.
Many efferent fibers from the primary motor cortex termi-
nate in brain areas that contribute to ascending somatic
sensory pathways. Through these connections, the motor
cortex can control the flow of somatosensory information
to motor control centers.

The close coupling of sensory and motor functions may
play a role in two cortically controlled reflexes that were
originally described in experimental animals as being im-
portant for maintaining normal body support during loco-
motion—the placing and hopping reactions. The placing
reaction can be demonstrated in a cat by holding it so that
its limbs hang freely. Contact of any part of the animal’s
foot with the edge of a table provokes immediate place-
ment of the foot on the table surface. The hopping reaction
is demonstrated by holding an animal so that it stands on
one leg. If the body is moved forward, backward, or to the
side, the leg hops in the direction of the movement so that
the foot is kept directly under the shoulder or hip, stabiliz-
ing the body position. Lesions of the contralateral precen-
tral or postcentral gyrus abolish placing. Hopping is abol-
ished by a contralateral lesion of the precentral gyrus.

The Supplementary Motor Cortex (Mll). The MII corti-
cal area is located on the medial surface of the hemispheres,
above the cingulate sulcus, and rostral to the leg area of the
primary motor cortex (see Fig. 5.14). This cortical region
within Brodmann's area 6 has no clear cytoarchitectural
boundaries; that is, the shapes and sizes of cells and their
processes are not obviously compartmentalized, as in the
layers of MI.

Electrical stimulation of MII produces movements, but a
greater strength of stimulating current is required than for MI.
The movements produced by stimulation are also qualita-
tively different from M, they last longer, the postures elicited
may remain after the stimulation is over, and the movements
are less discrete. Bilateral responses are common. MII is re-
ciprocally connected with MI, and receives input from other
motor cortical areas. Experimental lesions in MI eliminate the
ability of MII stimulation to produce movements.

Current knowledge is insufficient to adequately describe
the unique role of MII in higher motor functions. MII is
thought to be active in bimanual tasks, in learning and
preparing for the execution of skilled movements, and in
the control of muscle tone. The mechanisms that underlie
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the more complex aspects of movement, such as thinking
about and performing skilled movements and using com-
plex sensory information to guide movement, remain in-
completely understood.

The Primary Somatosensory Cortex and Superior Pari-
etal Lobe. The primary somatosensory cortex (Brod-
mann’s areas 1, 2, and 3) lies on the postcentral gyrus (see
Fig. 5.13) and has a role in movement. Electrical stimula-
tion here can produce movement, but thresholds are 2 to 3
times higher than in MI. The somatosensory cortex is re-
ciprocally interconnected with MI in a somatotopic pat-
tern—for example, arm areas of sensory cortex project to
arm areas of motor cortex. Efferent fibers from areas 1, 2,
and 3 travel in the corticospinal tract and terminate in the
dorsal horn areas of the spinal cord.

The superior parietal lobe (Brodmann's areas 5 and 7)
also has important motor functions. In addition to con-
tributing fibers to the corticospinal tract, it is well con-
nected to the motor areas in the frontal lobe. Lesion stud-
ies in animals and humans suggest this area is important for
the utilization of complex sensory information in the pro-
duction of movement.

The Corticospinal Tract Is the
Primary Efferent Path From the Cortex

Traditionally, the descending motor tract originating in the
cerebral cortex has been called the pyramidal tract because
it traverses the medullary pyramids on its way to the spinal
cord (Fig. 5.15). This path is the corticospinal tract. All
other descending motor tracts emanating from the brain-
stem were generally grouped together as the extrapyrami-
dal system. Cells in Brodmann's area 4 (MI) contribute 30%
of the corticospinal fibers; area 6 (MII) is the origin of 30%
of the fibers; and the parietal lobe, especially Brodmann's
areas 1, 2, and 3, supplies 40%. In primates, 10 to 20% of
corticospinal fibers ends directly on motor neurons; the
others end on interneurons associated with motor neurons.

From the cerebral cortex, the corticospinal tract axons
descend through the brain along a path located between
the basal ganglia and the thalamus, known as the internal
capsule. They then continue along the ventral brainstem as
the cerebral peduncles and on through the pyramids of the
medulla. Most of the corticospinal axons cross the midline
in the medullary pyramids; thus, the motor cortex in each
hemisphere controls the muscles on the contralateral side
of the body. After crossing in the medulla, the corticospinal
axons descend in the dorsal lateral columns of the spinal
cord and terminate in lateral motor pools that control dis-
tal muscles of the limbs. A smaller group of axons do not
cross in the medulla and descend in the ventral spinal
columns. These axons terminate in the motor pools and ad-
jacent intermediate zones that control the axial and proxi-
mal musculature.

The corticospinal tract is estimated to contain about 1
million axons at the level of the medullary pyramid. The
largest-diameter, heavily myelinated axons are between 9
and 20 pm in diameter, but that population accounts for
only a small fraction of the total. Most corticospinal axons
are small, 1 to 4 pwm in diameter, and half are unmyelinated.

Primary motor
cortex (area 4)

Internal
capsule

Medullary
pyramidal
decussation

Lateral
corticospinal
tract

Upper motor
neuron

Lower motor
neuron

@The corticospinal tract. Axons arising from
cortical neurons, including the primary motor
area, descend through the internal capsule, decussate in the
medulla, travel in the lateral area of the spinal cord as the lateral
corticospinal tract, and terminate on motor neurons and interneu-

rons in the ventral horn areas of the spinal cord. Note the upper
and lower motor neuron designations.




In addition to the direct corticospinal tract, there are
other indirect pathways by which cortical fibers influence
motor function. Some cortical efferent fibers project to the
reticular formation, then to the spinal cord via the reticu-
lospinal tract; others project to the red nucleus, then to the
spinal cord via the rubrospinal tract. Despite the fact that
these pathways involve intermediate neurons on the way to
the cord, volleys relayed through the reticular formation can
reach the spinal cord motor circuitry at the same time as, or
earlier than, some volleys along the corticospinal tract.

THE BASAL GANGLIA AND MOTOR CONTROL

The basal ganglia are a group of subcortical nuclei located
primarily in the base of the forebrain, with some in the di-
encephalon and upper brainstem. The striatum, globus pal-
lidus, subthalamic nucleus, and substantia nigra comprise
the basal ganglia. Input is derived from the cerebral cortex
and output is directed to the cortical and brainstem areas
concerned with movement. Basal ganglia action influences
the entire motor system and plays a role in the preparation
and execution of coordinated movements.

The forebrain (telencephalic) components of the basal
ganglia consist of the striatum, which is made up of the
caudate nucleus and the putamen, and the globus pallidus.
The caudate nucleus and putamen are histologically identi-
cal but are separated anatomically by fibers of the anterior
limb of the internal capsule. The globus pallidus has two
subdivisions: the external segment (GPe), adjacent to the
medial aspect of the putamen, and the internal segment
(GPi), medial to the GPe. The other main nuclei of the
basal ganglia are the subthalamic nucleus in the dien-
cephalon and the substantia nigra in the mesencephalon.

The Basal Ganglia Are Extensively Interconnected

Although the circuitry of the basal ganglia appears complex
at first glance, it can be simplified into input, output, and
internal pathways (Fig. 5.16). Input is derived from the
cerebral cortex and is directed to the striatum and the sub-
thalamic nucleus. The predominant nerve cell type in the
striatum is termed the medium spiny neuron, based on its
cell body size and dendritic structure. This type of neuron
receives input from all of the cerebral cortex except for the
primary visual and auditory areas. The input is roughly so-
matotopic and is via neurons that use glutamate as the neu-
rotransmitter. The putamen receives the majority of the
cortical input from sensorimotor areas. Input to the sub-
thalamus is from the cortical areas concerned with motor
function, including eye movement, and is also via gluta-
mate-releasing neurons.

Basal ganglia output is from the internal segment of the
globus pallidus (GPi) and one segment of the substantia ni-
gra. The GPi output is directed to ventrolateral and ventral
anterior nuclei of the thalamus, which feed back to the cor-
tical motor areas. The output of the GPi is also directed to a
region in the upper brainstem termed the midbrain ex-
trapyramidal area. This latter area then projects to the neu-
rons of the reticulospinal tract. The substantia nigra output
arises from the pars reticulata (SNr), which is histologically
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wBasal ganglia nuclei and circuitry. The cir-
cuit of cerebral cortex to striatum to GPi to
thalamus and back to the cortex is the main pathway for basal
ganglia influence on motor control. Note the direct and indirect
pathways involving the striatum, GPi, GPe, and subthalamic nu-
cleus. GPi output is also directed to the midbrain extrapyramidal
area (MBEA). The SNr to SC pathway is important in eye move-
ments. Excitatory pathways are shown in red, inhibitory pathways
are in black. GPe and GPi, globus pallidus externa and interna;
SUB, subthalamic nucleus; SNc and SNr, substantia nigra pars
compacta and pars reticulata; SC, superior colliculus.
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similar to the GPi. The output is directed to the superior col-
liculus of the mesencephalon, which is involved in eye
movement control. The GPi and SNr output is inhibitory
via neurons that use GABA as the neurotransmitter.

The internal pathway circuits link the various nuclei of
the basal ganglia. The globus pallidus externa (GPe), the
subthalamic nucleus, and the pars compacta region of the
substantia nigra (SNc) are the nuclei in these pathways. The
GPe receives inhibitory input from the striatum via GABA-
releasing neurons. The output of the GPe is also inhibitory
via GABA release and is directed to the GPi and the sub-
thalamic nucleus. The subthalamic nucleus output is excita-
tory and is directed to the GPi and the SNr. This striatum-
GPe-subthalamic nucleus-GPi circuit has been termed the
indirect pathway in contrast to the direct pathway of stria-
tum to Gpi (see Fig. 5.16). The SNc receives inhibitory in-
put from the striatum and produces output back to the stria-
tum via dopamine-releasing neurons. The output can be
either excitatory or inhibitory depending on the receptor
type of the target neurons in the striatum. The action of the
SNc may modulate cortical input to the striatum.

The Functions of the Basal Ganglia
Are Partially Revealed by Disease

Basal ganglia diseases produce profound motor dysfunction
in humans and experimental animals. The disorders can re-
sult in reduced motor activity, hypokinesis, or abnormally
enhanced activity, hyperkinesis. Two well-known neuro-
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logical conditions that show histological abnormality in
basal ganglia structures, Parkinson's disease and Hunting-
ton's disease, illustrate the effects of basal ganglia dysfunc-
tion. Patients with Parkinson's disease show a general
slowness of initiation of movement and paucity of move-
ment when in motion. The latter takes the form of reduced
arm swing and lack of truncal swagger when walking. These
patients also have a resting tremor of the hands, described
as "pill rolling.” The tremor stops when the hand goes into
active motion. At autopsy, patients with Parkinson's disease
show a severe loss of dopamine-containing neurons in the
SNc region. Patients with Huntington's disease have un-
controllable, quick, brief movements of individual limbs.
These movements are similar to what a normal individual
might show when flicking a fly off a hand or when quickly
reaching up to scratch an itchy nose. At autopsy, a severe
loss of striatal neurons is found.

The function of the basal ganglia in normal individuals
remains unclear. One theory is that the primary action is to
inhibit undesirable movements, thereby, allowing desired
motions to proceed. Neuronal activity is increased in the
appropriate areas of the basal ganglia prior to the actual ex-
ecution of movement. The basal ganglia act as a brake on
undesirable motion by the inhibitory output of the GPi
back to the cortex through the thalamus. Enhanced output
from the GPi increases this braking effect. The loss of
dopamine-releasing neurons in Parkinson's disease is
thought to produce this type of result by reducing in-
hibitory influence on the striatum and, thereby, increasing
the excitatory action of the subthalamic nucleus on the GPi
through the indirect basal ganglia pathway (see Clinical
Focus Box 5.2). Hyperkinetic disorders like Huntington's
disease are thought to result from decreased GPi output

CLINICAL FOCUS BOX 5.2

Stereotactic Neurosurgery for Parkinson’s disease

Parkinson’s disease is a CNS disorder producing a gener-
alized slowness of movement and resting tremor of the
hands. Loss of dopamine-producing neurons in the sub-
stantia nigra pars compacta is the cause of the condition.
Treatment with medications that stimulate an increased
production of dopamine by the surviving substantia nigra
neurons has revolutionized the management of Parkin-
son’s disease. Unfortunately, the benefit of the medica-
tions tends to lessen after 5 to 10 years of treatment. In-
creasing difficulty in initiating movement and worsening
slowness of movement are features of a declining respon-
siveness to medication. Improved knowledge of basal gan-
glia circuitry has enabled neurosurgeons to develop surgi-
cal procedures to ameliorate some of the effects of the
advancing disease.

Degeneration of the dopamine-releasing cells of the
substantia nigra reduces excitatory input to the putamen.
Inhibitory output of the putamen to the GPe greatly in-
creases via the indirect pathway. This results in decreased
inhibitory GPe output to the subthalamic nucleus, which,
in turn, acts unrestrained to stimulate the GPi. Stimulation
of the GPi enhances its inhibitory influence on the thala-

secondary to the loss of inhibitory influence of the striatum
through the direct pathway.

THE CEREBELLUM IN THE
CONTROL OF MOVEMENT

The cerebellum, or “little brain,” lies caudal to the occipital
lobe and is attached to the posterior aspect of the brainstem
through three paired fiber tracts: the inferior, middle, and
superior cerebellar peduncles. Input to the cerebellum
comes from peripheral sensory receptors, the brainstem,
and the cerebral cortex. The inferior, middle and, to a lesser
degree, superior cerebellar peduncles carry the input. The
output projections are mainly, if not totally, to other motor
control areas of the central nervous system and are mostly
carried in the superior cerebellar peduncle. The cerebellum
contains three pairs of intrinsic nuclei: the fastigial, inter-
positus (interposed), and dentate. In some classification
schemes, the interposed nucleus is further divided into the
emboliform and globose nuclei.

The Structural Divisions of the
Cerebellum Correlate With Function

The cerebellar surface is arranged in multiple, parallel, lon-
gitudinal folds termed folia. Several deep fissures divide the
cerebellum into three main morphological components—
the anterior, posterior, and flocculonodular lobes, which
also correspond with the functional subdivisions of the
cerebellum (Fig. 5.17). The functional divisions are the
vestibulocerebellum, the spinocerebellum, and the cerebro-
cerebellum. These divisions appear in sequence during evo-

mus and results in decreased excitatory drive back to the
cerebral cortex.

Stereotactic neurosurgery is a technique in which a
small probe can be precisely placed into a target within
the brain. Magnetic resonance imaging (MRI) of the brain
defines the three-dimensional location of the GPi. The
surgical probe is introduced into the brain through a
small hole made in the skull and is guided to the target
by the surgeon using the MRI coordinates. The correct
positioning of the probe into the GPi can be further con-
firmed by recording the electrical activity of the GPi neu-
rons with an electrode located at the tip of the probe. GPi
neurons have a continuous, high frequency firing pattern
that, when amplified and presented on a loudspeaker,
sounds like heavy rain striking a metal roof. When the
target location is reached, the probe is heated to a tem-
perature that destroys a precisely controllable amount of
the GPi. The inhibitory outflow of the GPi is reduced and
movement improves.

The use of implantable stimulators to modify activity of
the basal ganglia nuclei is also being investigated to im-
prove function in patients with Parkinson’s disease and
other types of movement disorders.
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The structure of the cerebellum. The three
lobes are shown: anterior, posterior, and floccu-
lonodular. The functional divisions are demarcated by color. The
vestibulocerebellum (white) is the flocculonodular lobe and proj-
ects to the vestibular (V) nuclei. The spinocerebellum includes
the vermis (dark pink) and intermediate zone (pink), which proj-
ect to the fastigial (F) and interposed (IP) nuclei, respectively.
The cerebrocerebellum (gray) projects to the dentate nuclei (D).

lution. The lateral cerebellar hemispheres increase in size
along with expansion of the cerebral cortex. The three di-
visions have similar intrinsic circuitry; thus, the function of
each depends on the nature of the output nucleus to which
it projects.

The vestibulocerebellum is composed of the flocculo-
nodular lobe. It receives input from the vestibular system
and visual areas. Output goes to the vestibular nuclei,
which can, in a sense, be considered as an additional pair of
intrinsic cerebellar nuclei. The vestibulocerebellum func-
tions to control equilibrium and eye movements.

The medially placed spinocerebellum consists of the
midline vermis plus the medial portion of the lateral hemi-
spheres, called the intermediate zones. Spinocerebellar
pathways carrying somatosensory information terminate in
the vermis and intermediate zones in somatotopic arrange-
ments. The auditory, visual, and vestibular systems and sen-
sorimotor cortex also project to this portion of the cerebel-
lum. Output from the vermis is directed to the fastigial
nuclei, which project through the inferior cerebellar pe-
duncle to the vestibular nuclei and reticular formation of
the pons and medulla. Output from the intermediate zones
goes to the interposed nuclei and from there to the red nu-
cleus and, ultimately, to the motor cortex via the ventrolat-
eral nucleus of the thalamus. It is believed that both the
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fastigial and interposed nuclei contain a complete repre-
sentation of the muscles of the body. The fastigial output
system controls antigravity muscles in posture and locomo-
tion, while the interposed nuclei, perhaps, act on stretch re-
flexes and other somatosensory reflexes.

The cerebrocerebellum occupies the lateral aspects of the
cerebellar hemispheres. Input comes exclusively from the
cerebral cortex, relayed through the middle cerebellar pe-
duncles of the pons. The cortical areas that are prominent in
motor control are the sources for most of this input. Output
is directed to the dentate nuclei and from there via the ven-
trolateral thalamus back to the motor and premotor cortices.

The Intrinsic Circuitry of the
Cerebellum Is Very Regular

The cerebellar cortex is composed of five types of neurons
arranged into three layers (Fig. 5.18). The molecular layer
is the outermost and consists mostly of axons and dendrites
plus two types of interneurons, stellate cells and basket
cells. The next layer contains the dramatic Purkinje cells,
whose dendrites reach upward into the molecular layer in a
fan-like array. The Purkinje cells are the only efferent neu-
rons of the cerebellar cortex. Their action is inhibitory via
GABA as the neurotransmitter. Deep to the Purkinje cells is
the granular layer, containing Golgi cells, and small local
circuit neurons, the granule cells. The granule cells are nu-
merous; there are more granule cells in the cerebellum than
neurons in the entire cerebral cortex!

Afferent axons to the cerebellar cortex are of two
types: mossy fibers and climbing fibers. Mossy fibers
arise from the spinal cord and brainstem neurons, includ-
ing those of the pons that receive input from the cerebral
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@Cerebellar circuitry. The cell types and ac-
tion potential pathways are shown. Mossy
fibers bring afferent input from the spinal cord and the cerebral
cortex. Climbing fibers bring afferent input from the inferior olive

nucleus in the medulla and synapse directly on the Purkinje cells.
The Purkinje cells are the efferent pathways of the cerebellum.
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cortex. Mossy fibers make complex multicontact
synapses on granule cells. The granule cell axons then as-
cend to the molecular layer and bifurcate, forming the
parallel fibers. These travel perpendicular to and synapse
with the dendrites of Purkinje cells, providing excitatory
input via glutamate. Mossy fibers discharge at high tonic
rates, 50 to 100 Hz, which increases further during vol-
untary movement. When mossy fiber input is of sufficient
strength to bring a Purkinje cell to threshold, a single ac-
tion potential results.

Climbing fibers arise from the inferior olive, a nucleus
in the medulla. Each climbing fiber synapses directly on the
dendrites of a Purkinje cell and exerts a strong excitatory
influence. One action potential in a climbing fiber pro-
duces a burst of action potentials in the Purkinje cell called
a complex spike. Climbing fibers also synapse with basket,
Golgi, and stellate interneruons, which then make in-
hibitory contact with adjacent Purkinje cells. This circuitry
allows a climbing fiber to produce excitation in a single
Purkinje cell and inhibition in the surrounding ones.

Mossy and climbing fibers also give off excitatory col-
lateral axons to the deep cerebellar nuclei before reaching
the cerebellar cortex. The cerebellar cortical output (Purk-
inje cell efferents) is inhibitory to the cerebellar and
vestibular nuclei, but the ultimate output of the cerebellar
nuclei is mostly excitatory. A smaller population of neurons
of the deep cerebellar nuclei produces inhibitory outflow
directed mainly back to the inferior olive.

REVIEW QUESTIONS

Lesions Reveal the Function of the Cerebellum Lesions
of the cerebellum produce impairment in the coordinated
action of agonists, antagonists, and synergists. This impair-
ment is clinically known as ataxia. The control of limb, ax-
ial, and cranial muscles may be impaired depending on the
site of the cerebellar lesion. Limb ataxia might manifest as
the coarse jerking motions of an arm and hand during
reaching for an object instead of the expected, smooth ac-
tions. This jerking type of motion is also referred to as ac-
tion tremor. The swaying walk of an intoxicated individual
is a vivid example of truncal ataxia.

Cerebellar lesions can also produce a reduction in mus-
cle tone, hypotonia. This condition is manifest as a notable
decrease in the low level of resistance to passive joint
movement detectable in normally relaxed individuals. My-
otatic reflexes produced by tapping a tendon with a reflex
hammer reverberate for several cycles (pendular reflexes)
because of impaired damping from the reduced muscle
tone. The hypotonia is likely a result of impaired process-
ing of cerebellar afferent action potentials from the muscle
spindles and Golgi tendon organs.

While these lesions establish a picture of the absence of
cerebellar function, we are left without a firm idea of what
the cerebellum does in the normal state. Cerebellar func-
tion is sometimes described as comparing the intended
with the actual movement and adjusting motor system out-
put in ongoing movements. Other putative functions in-
clude a role in learning new motor and even cognitive skills.

DIRECTIONS: Each of the numbered
items or incomplete statements in this
section is followed by answers or by
completions of the statement. Select the
ONE lettered answer or completion that is

BEST in each case.

A) Finger flexion
B)

Elbow flexion

1. Which type of motor unit is of prime
importance in generating the muscle
power necessary for the maintenance
of posture?

(A) Low threshold, fatigue-resistant
(B) High threshold, fatigable

(C) Intrafusal, gamma controlled
(D) High threshold, high force

(E) Extrafusal, gamma controlled

2. Which type of sensory receptor
provides information about the force of
muscle contraction?

(A) Nuclear bag fiber
(B) Nuclear chain fiber
(C) Golgi tendon organ
(D) Bare nerve ending
(E) Type la ending

3. If a patient experiences enlargement of
the normally rudimentary central canal 6.
of the spinal cord in the midcervical
region, which, if any, muscular
functions would become abnormal
first?

contraction?

connective tissue

nervous system?
(B) Cerebellum

(D) Red nucleus
(E) Spinal cord

(B) Reticulospinal

(

(

(C) Shoulder abduction

(D) Truncal extension 7.

(E) No muscles would become abnormal
4. Tapping the patellar tendon with a

reflex hammer produces a brief

contraction of the knee extensors.

What is the cause of the muscle

(A) Elastic rebound of muscle 8.

(B) Golgi tendon organ response

(C) Muscle spindle activation

(D) Muscle spindle unloading

(E) Gamma motor neuron discharge
5. The cyclical flexion and extension

motions of a leg during walking result

from activity at which level of the

(A) Cerebral cortex

(C) Globus pallidus

Which brainstem-derived descending
tract produces action similar to the
corticospinal tract?

(A) Vestibulospinal

(C) Spinocerebellar

(D) Rubrospinal

(E) None

What is the location of the primary

motor area of the cerebral cortex?

(A) Upper parietal lobe

(B) Superior temporal lobe

(C) Precentral gyrus

(D) Postcentral gyrus

(E) Medial aspect of the hemisphere

Concurrent flexion of both wrists in

response to electrical stimulation is

characteristic of which area of the

nervous system?

(A) Postcentral gyrus

(B) Vestibulospinal tract

(C) Dentate nucleus

(D) Primary motor cortex

(E) Supplementary motor cortex

9. If you could histologically examine the
spinal cord of a patient who had
experienced a viral illness 10 years
before in which only the neurons of
the primary motor area of the cerebral
cortex were destroyed, what findings
would you expect?
(A) The corticospinal tract would be
completely degenerated
(B) The rubrospinal tract would show
an increased number of axons

(continued)



(C) The corticospinal tract would be
about one-third depleted of axons
(D) The alpha motor neurons would be
atrophic
(E) The corticospinal tract would be
normal

10.A disease that produces decreased
inhibitory input to the internal
segment of the globus pallidus should
have what effect on the motor area of
the cerebral cortex?
(A) Increased excitatory feedback
directly to the cortex
(B) No effect
(C) Decreased excitatory output from
the thalamus to the cortex
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(D) Increased excitatory output from
the putamen to the cortex

(E) Increased excitatory output from
the thalamus to the cortex

.Which cerebellar component would be
abnormal in a degenerative disease that
affected spinal sensory neurons?

(A) Purkinje cells

(B) Mossy fibers

(C) Parallel fibers

(D) Climbing fibers

(E) Granule cells

—_
—_
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CHAPTER OUTLINE

The Autonomic
Nervous System

John C. Kincaid, M.D.

= AN OVERVIEW OF THE AUTONOMIC NERVOUS
SYSTEM

u THE SYMPATHETIC NERVOUS SYSTEM
u THE PARASYMPATHETIC NERVOUS SYSTEM

KEY CONCEPTS

m SPECIFIC ORGAN RESPONSES TO AUTONOMIC
ACTIVITY

B CONTROL OF THE AUTONOMIC NERVOUS SYSTEM

1. The autonomic nervous system regulates the involuntary
functions of the body.

2. The autonomic nervous system has three divisions: sym-
pathetic, parasympathetic, and enteric.

3. A two-neuron efferent path is utilized by the autonomic
nervous system.

he sweating sunbather lying quietly in the summer
sun or the racing heart and "hair-standing-on-end" sen-

sations experienced by a person suddenly frightened by a
horror movie are familiar examples of the body responding
automatically to changes in the physical or emotional envi-
ronment. These responses occur as a result of the actions of
the autonomic portion of the nervous system and take place
without conscious action on the part of the individual. The
term autonomic is derived from the root auto (meaning “self”)
and nomos (meaning “law”). Our concept of the autonomic
part of the nervous system has evolved during several cen-
turies. The recognition of anatomic differences between
the spinal cord and peripheral nerve pathways that control
visceral functions from those that control skeletal muscles
was a major step. Observations on the effects of the sub-
stance released by the vagus nerve on heart rate helped de-
fine unique biochemical features.

The functions of the autonomic nervous system (ANS)
fall into three major categories:
e Maintaining homeostatic conditions within the body
e (Coordinating the body's responses to exercise and stress
e Assisting the endocrine system to regulate reproduction

The ANS regulates the functions of the involuntary or-
gans, which include the heart, the blood vessels, the ex-
ocrine glands, and the visceral organs. In some organs, the
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4. The three divisions have neurochemical differences.

5. The sympathetic and parasympathetic divisions differ in
anatomic origin and function.

6. The central nervous system controls autonomic function
through a hierarchy of reflexes and integrative centers.

actions of the ANS are joined by circulating endocrine hor-
mones and by locally produced chemical mediators to com-
plete the control process.

AN OVERVIEW OF THE AUTONOMIC NERVOUS
SYSTEM

On the basis of anatomic, functional, and neurochemical
differences, the ANS is usually subdivided into three divi-
sions: sympathetic, parasympathetic, and enteric. The en-
teric nervous system is concerned with the regulation of
gastrointestinal function and covered in more detail in
Chapter 26. The sympathetic and parasympathetic divi-
sions are the primary focus of this chapter.

Coordination of the body's activities by the nervous sys-
tem was the process of sympathy in classical anatomic and
physiological thinking. Regulation of the involuntary or-
gans came to be associated with the portions of the nervous
system that were located, at least in part, outside the stan-
dard spinal cord and peripheral nerve pathways. The gan-
glia, located along either side of the spine in the thorax and
abdominal regions and somewhat detached from the nerve
trunks destined for the limbs, were found to be associated
with involuntary bodily functions and, therefore, desig-



nated the sympathetic division. This collection of struc-
tures was also termed the thoracolumbar division of the
ANS because of the location of the ganglia and the neuron
cell bodies that supply axons to the ganglia. Nuclei and
their axons that controlled internal functions were also
found in the brainstem and associated cranial nerves, as
well as in the most caudal part of the spinal cord. Those
pathways were somewhat distinct from the sympathetic
system and were designated the parasympathetic division.
The term craniosacral was applied to this portion of the
ANS because of the origin of cell bodies and axons.

Neurochemical differences were recognized between
these two divisions, leading to the designation of the sym-
pathetic system as adrenergic, for the adrenaline-like ac-
tions resulting from sympathetic nerve activation; and the
parasympathetic system as cholinergic, for the acetyl-
choline-like actions of nerve stimulation.

The functions of the sympathetic and parasympathetic
divisions are often simplified into a two-part scheme. The
sympathetic division is said to preside over the utilization
of metabolic resources and emergency responses of the
body. The parasympathetic division presides over the
restoration and buildup of the body's reserves and the elim-
ination of waste products. In reality, most of the organs
supplied by the ANS receive both sympathetic and
parasympathetic innervation. In many instances, the two
divisions are activated in a reciprocal fashion, so that if the
firing rate in one division is increased, the rate is decreased
in the other. An example is controlling the heart rate: In-
creased firing in the sympathetic nerves and simultaneous
decreased firing in the parasympathetic nerves result in in-
creased heart rate.

In some organs, the two divisions work synergistically.
For example, during secretion by exocrine glands of the
gastrointestinal tract, the parasympathetic nerves increase
volume and enzyme content at the same time that sympa-
thetic activation contributes mucus to the total secretory
product. Some organs, such as the skin and blood vessels,
receive only sympathetic innervation and are regulated by
a decrease or increase in a baseline firing rate of the sym-
pathetic nerves.

Autonomic nervous system
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A Two-Neuron Efferent Path Is Utilized by the
Autonomic Nervous System

The nervous system supplies efferent innervation to all or-
gans via the motor system (see Chapter 5) or the ANS. In
the motor system, there is an uninterrupted path from the
cell body of the motor neuron, located in either the ventral
horn of the spinal cord or a brainstem motor nucleus, to the
skeletal muscle cells. In the ANS, the efferent path consists
of a two-neuron chain with a synapse interposed between
the CNS and the effector cells (Fig. 6.1). The cell bodies of
the autonomic motor neurons are located in the spinal cord
or specific brainstem nuclei. An efferent fiber emerges as
the preganglionic axon and then synapses with neurons lo-
cated in a peripheral ganglion. The neuron in the ganglion
then projects a postganglionic axon to the autonomic ef-
fector cells.

The Primary Neurotransmitters of the ANS Are
Acetylcholine and Norepinephrine

In the somatic nervous system, neurotransmitter is released
from specialized nerve endings that make intimate contact
with the target structure. The mammalian motor endplate,
with one nerve terminal to one skeletal muscle fiber, illus-
trates this principle. This arrangement contrasts with the
ANS, where postganglionic axons terminate in varicosities,
swellings enriched in synaptic vesicles, which release the
transmitter into the extracellular space surrounding the ef-
fector cells (see Fig. 6.1). The response to the ANS output
originates in some of the effector cells and then propagates
to the remainder via gap junctions.

Acetylcholine.  Acetylcholine (ACh) is the transmitter re-
leased by the preganglionic nerve terminals of both the
sympathetic and the parasympathetic divisions (Fig 6.2).
The synapse at those sites utilizes a nicotinic receptor sim-
ilar in structure to the receptor at the neuromuscular junc-
tion. Parasympathetic postganglionic neurons release ACh
at the synapse with the effectors. The postganglionic sym-
pathetic neurons to the sweat glands and to some blood

Somatic motor system

Anterior
horn cell

Neuromuscular
junction

Skeletal muscle fibers

wThe efferent path of the ANS as contrasted with the somatic motor system. The

ANS uses a two-neuron pathway. Note the structural differences between the synapses at

autonomic effectors and skeletal muscle cells.
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vessels in skeletal muscle also use ACh as the neurotrans-
mitter. The synapse between the postganglionic neuron
and the target tissues utilizes a muscarinic receptor. This
receptor classification scheme is based on the response of
the synapses to the alkaloids nicotine and muscarine, which
act as agonists at their respective type of synapse. The nico-
tinic receptor of the ANS is blocked by the antagonist
hexamethonium, in contrast to the neuromuscular junction
receptor, which is blocked by curare. The muscarinic re-
ceptor is blocked by atropine.

The nicotinic receptor is of the direct ligand-gated type,
meaning that the receptor and the ion channel are con-
tained in the same structure. The muscarinic receptor is of
the indirect ligand-gated type and uses a G protein to link
receptor and effector functions (see Chapter 3). The action
of ACh is terminated by the enzyme acetylcholinesterase.
Choline released by the enzyme action is taken back into
the nerve terminal and resynthesized into ACh.

Norepinephrine. The catecholamine norepinephrine
(NE) is the neurotransmitter for postganglionic synapses of
the sympathetic division (see Fig. 6.2). The synapses that
utilize NE receptors can also be activated by the closely re-
lated compound epinephrine (adrenaline), which is re-
leased into the general circulation by the adrenal medulla—
hence, the original designation of these type receptors as
adrenergic. Adrenergic receptors are classified as either «
or B, based on their responses to pharmacological agents
that mimic or block the actions of NE and related com-
pounds. Alpha receptors respond best to epinephrine, less
well to NE, and least well to the synthetic compound iso-
proterenol. Beta receptors respond best to isoproterenol,
less well to epinephrine, and least well to NE. Propranolol

Autonomic nervous system

Parasympathetic division

is a drug that acts as an antagonist at 3 receptors but has no
action on a receptors. Each class of receptors is further clas-
sified as oy or &ty and B B,, or B3 on the basis of responses
to additional pharmacological agents.

The adrenergic receptors are of the indirect, ligand-
gated, G protein-linked type. They share a general struc-
tural similarity with the muscarinic type of ACh receptor.
The a, receptors activate phospholipase C and increase
the intracellular concentrations of diacylglycerol and inos-
itol trisphosphate. The a5 receptors inhibit adenylyl cy-
clase, while the B types stimulate it. The action of NE and
epinephrine at a synapse is terminated by diffusion of the
molecule away from the synapse and reuptake into the
nerve terminal.

Other Neurotransmitters. Neurally active peptides are
often colocalized with small molecule transmitters and are
released simultaneously during nerve stimulation in the
CNS. This is the same in the ANS, especially in the intrin-
sic plexuses of the gut, where amines, amino acid transmit-
ters, and neurally active peptides are widely distributed. In
the ANS, examples of a colocalized amine and peptide are
seen in the sympathetic division, where NE and neuropep-
tide Y are coreleased by vasoconstrictor nerves. Vasoactive
intestinal polypeptide (VIP) and calcitonin-gene-related
peptide (CGRP) are released along with ACh from nerve
terminals innervating the sweat glands.

Nitric oxide is another type of neurotransmitter pro-
duced by some autonomic nerve endings. The term non-
adrenergic noncholinergic (NANC) has been applied to
such nerves. Nitric oxide is a highly diffusible substance im-
portant in the regulation of smooth muscle contraction,
(see Chapter 1).
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@Peripheral sympathetic anatomy. The pre-
ganglionic axons course through the spinal
nerve and white ramus to the paravertebral ganglion. Synapse
with the postganglionic neuron may occur at the same spinal
level, or at levels above or below. Postganglionic axons rejoin the
spinal nerve through the gray ramus to innervate structures in the
limbs or proceed to organs, such as the lungs or heart, in discrete
nerves. Preganglionic axons may also pass to a prevertebral gan-
glion without synapsing in a paravertebral ganglion.

THE SYMPATHETIC NERVOUS SYSTEM

Preganglionic neurons of the sympathetic division origi-
nate in the intermediolateral horn of the thoracic (T1 to
T12) and upper lumbar (L1 to L3) spinal cord. The pregan-
glionic axons exit the spinal cord in the ventral nerve roots.
Immediately after the ventral and dorsal roots merge to
form the spinal nerve, the sympathetic axons leave the
spinal nerve via the white ramus and enter the paraverte-
bral sympathetic ganglia (Fig. 6.3). The paravertebral gan-
glia form an interconnected chain located on either side of
the vertebral column. These ganglia extend above and be-
low the thoracic and lumbar spinal levels, where pregan-
glionic fibers emerge, to provide postganglionic sympa-

CLINICAL FOCUS BOX 6.1

Horner’s Syndrome

Lesions of the sympathetic pathway to the head produce

abnormalities that are easily detectable on physical exam-

ination. The deficits of function occur ipsilateral to the le-

sion and include:

 Partial constriction of the pupil as a result of loss of sym-
pathetic pupillodilator action

» Drooping of the eyelid, termed ptosis, as a result of loss of
sympathetic activation of Miiller's muscle of the eyelid

* Dryness of the face as a result of the lack of sympathetic
activation of the facial sweat glands.

A pattern of historical or physical examination findings

that is consistent from patient to patient is often termed a

syndrome. Johann Horner, a 19th century Swiss ophthal-
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thetic axons to the cervical and lumbosacral spinal nerves
(Fig. 6.4). The preganglionic axons that ascend to the cer-
vical levels arise from T1 to T5 and form three major gan-
glia: the superior, the middle, and the inferior cervical
ganglia. Preganglionic axons descend below L3, forming
two additional lumbar and at least four sacral ganglia. The
preganglionic axons may synapse with postganglionic neu-
rons in the paravertebral ganglion at the same level, ascend
or descend up to several spinal levels and then synapse, or
pass through the paravertebral ganglia en route to a pre-
vertebral ganglion.

Postganglionic axons that are destined for somatic struc-
tures—such as sweat glands, pilomotor muscles, or blood
vessels of the skin and skeletal muscles—Ileave the paraver-
tebral ganglion in the gray ramus and rejoin the spinal
nerve for distribution to the target tissues. Postganglionic
axons to the head, heart, and lungs originate in the cervical
or upper thoracic paravertebral ganglia and make their way
to the specific organs as identifiable, separate nerves (e.g.,
the cardiac nerves), as small-caliber individual nerves that
may group together, or as perivascular plexuses of axons
that accompany arteries.

The superior cervical ganglion supplies sympathetic ax-
ons that innervate the structures of the head. These axons
travel superiorly in the perivascular plexus along the carotid
arteries. Structures innervated include the radial muscle of
the iris, responsible for dilation of the pupil; Miiller's mus-
cle, which assists in elevating the eyelid; the lacrimal gland;
and the salivary glands. Lesions that interrupt this pathway
produce easily detectable clinical signs (see Clinical Focus
Box 6.1). The middle and inferior cervical ganglia innervate
organs of the chest, including the trachea, esophagus,
heart, and lungs.

Postsynaptic axons destined for the abdominal and pelvic
visceral organs arise from the prevertebral ganglia (see
Fig. 6.4). The three major prevertebral ganglia, also called
collateral ganglia, overlie the celiac, superior mesenteric,
and inferior mesenteric arteries at their origin from the aorta
and are named accordingly. The celiac ganglion provides
sympathetic innervation to the stomach, liver, pancreas,
gallbladder, small intestine, spleen, and kidneys. Pregan-
glionic axons originate in the T5 to T12 spinal levels. The

mologist, described this pattern of eye and facial abnor-

malities in patients, and these are referred to as Horner's

syndrome. Etiologies for Horner’s syndrome include:

» Brainstem lesions, such as produced by strokes, which
interrupt the tracts that descend to the sympathetic neu-
rons in the spinal cord

* Upper thoracic nerve root lesions, such as those pro-
duced by excessive traction on the arm or from infiltra-
tion of the nerve roots by cancer spreading from the lung

» Cervical paravertebral ganglia lesions from accidental or
surgical trauma, or metastatic cancer

* Arterial injury in the neck, from neck hyperextension, or
direct trauma, which interrupt the postganglionic axons
traveling in the carotid periarterial plexus.
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superior mesenteric ganglion innervates the small and large
intestines. Preganglionic axons originate primarily in T10 to
T12. The inferior mesenteric ganglion innervates the lower
colon and rectum, urinary bladder, and reproductive organs.
Preganglionic axons originate in L1 to L3.

The Sympathetic Division Can Produce Local
or Widespread Responses

The sympathetic division exerts a continuous influence on
the organs it innervates. This continuous level of control is
called sympathetic tone, and it is accomplished by a per-
sistent, low rate of discharge of the sympathetic nerves.
When the situation dictates, the rate of firing to a particular
organ can be increased or decreased, such as an increased
firing rate of the sympathetic neurons supplying the iris to
produce pupillary dilation in dim light or a decreased firing
rate and pupillary constriction during drowsiness.

The number of postganglionic axons emerging from the
paravertebral ganglia is greater than the number of pregan-
glionic neurons that originate in the spinal cord. It is esti-
mated that postganglionic sympathetic neurons outnumber
preganglionic neurons by 100:1 or more. This spread of in-
fluence, termed divergence, is accomplished by collateral
branching of the presynaptic sympathetic axons, which
then make synaptic connections with postganglionic neu-
rons both above and below their original level of emer-
gence from the spinal cord. Divergence enables the sympa-
thetic division to produce widespread responses of many
effectors when physiologically necessary.

The Adrenal Medulla Is a Mediator
of Sympathetic Function

In addition to divergence, the sympathetic division has a
hormonal mechanism to activate target tissues endowed
with adrenergic receptors, including those innervated by
the sympathetic nerves. The hormone is the catecholamine
epinephrine, which is secreted with much lesser amounts
of norepinephrine by the adrenal medulla during general-
ized response to stress.

The adrenal medulla, a neuroendocrine gland, forms the
inner core of the adrenal gland situated on top of each kid-
ney. Cells of the adrenal medulla are innervated by the
lesser splanchnic nerve, which contains preganglionic sym-
pathetic axons originating in the lower thoracic spinal cord
(see Fig. 6.4). These axons pass through the paravertebral
ganglia and the celiac ganglion without synapsing and ter-
minate on the chromaffin cells of the adrenal medulla
(Fig. 6.5). The chromaffin cells are modified ganglion cells
that synthesize both epinephrine and norepinephrine in a
ratio of about 8:1 and store them in secretory vesicles. Un-
like neurons, these cells possess neither axons nor dendrites
but function as neuroendocrine cells that release hormone
directly into the bloodstream in response to preganglionic
axon activation.

Circulating epinephrine mimics the actions of sympa-
thetic nerve stimulation but with greater efficacy because
epinephrine is usually more potent than norepinephrine in
stimulating both a-adrenergic and B-adrenergic receptors.
Epinephrine can also stimulate adrenergic receptors on
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@Sympathetic innervation of the adrenal
medulla. Preganglionic sympathetic axons ter-
minate on the chromaffin cells. When stimulated, the chromaffin
cells release epinephrine into the circulation.

cells that receive little or no direct sympathetic innerva-
tion, such as liver and adipose cells for mobilizing glucose
and fatty acids, and blood cells which participate in the
clotting and immune responses.

The Fight-or-Flight Response Is a Result
of Widespread Sympathetic Activation

This response is the classic example of the sympathetic
nervous system's ability to produce widespread activation
of its effectors; it is activated when an organism's survival is
in jeopardy and the animal may have to fight or flee. Some
components of the response result from the direct effects of
sympathetic activation, while the secretion of epinephrine
by the adrenal medulla also contributes.

Sympathetic stimulation of the heart and blood vessels
results in a rise in blood pressure because of increased car-
diac output and increased total peripheral resistance.
There is also a redistribution of the blood flow so that the
muscles and heart receive more blood, while the splanch-
nic territory and the skin receive less. The need for an in-
creased exchange of blood gases is met by acceleration of
the respiratory rate and dilation of the bronchiolar tree.
The volume of salivary secretion is reduced but the relative
proportion of mucus increases, permitting lubrication of
the mouth despite increased ventilation. The potential de-
mand for an enhanced supply of metabolic substrates, like
glucose and fatty acids, is met by the actions of the sym-
pathetic nerves and circulating epinephrine on hepato-
cytes and adipose cells. Glycogenolysis mobilizes stored
liver glycogen, increasing plasma levels of glucose. Lipol-
ysis in fat cells converts stored triglycerides to free fatty
acids that enter the bloodstream.

The skin plays an important role in maintaining body
temperature in the face of increased heat production from
contracting muscles. The sympathetic innervation of the
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skin vasculature can adjust blood flow and heat exchange
by vasodilation to dissipate heat or by vasoconstriction to
protect blood volume. The eccrine sweat glands are impor-
tant structures that also can be activated to enhance heat
loss. Sympathetic nerve stimulation of the sweat glands re-
sults in the secretion of a watery fluid, and evaporation then
dissipates body heat. Constriction of the skin vasculature,
concurrent with sweat gland activation, produces the cold,
clammy skin of a frightened individual. Hair-standing-on-
end sensations result from activation of the piloerector
muscles associated with hair follicles. In humans, this action
is likely a phylogenetic remnant from animals that use hair
erection for body temperature preservation or to enhance
the appearance of body size or ferocity.

THE PARASYMPATHETIC NERVOUS SYSTEM

The parasympathetic division is comprised of a cranial
portion, emanating from the brainstem, and a sacral por-
tion, originating in the intermediate gray zone of the
sacral spinal cord (see Fig. 6.4). In contrast to the wide-
spread activation pattern of the sympathetic division, the
neurons of the parasympathetic division are activated in a
more localized fashion. There is also much less tendency
for divergence of the presynaptic influence to multiple
postsynaptic neurons—on average, one presynaptic
parasympathetic neuron synapses with 15 to 20 postsy-
naptic neurons. An example of localized activation is seen
in the vagus nerve, where one portion of its outflow can
be activated to slow the heart rate without altering the va-
gal control to the stomach.

Ganglia in the parasympathetic division are located ei-
ther close to the organ innervated or embedded within its
walls. The organs of the gastrointestinal system demonstrate
the latter pattern. Because of this arrangement, pregan-
glionic axons are much longer than postganglionic axons.

Brainstem Parasympathetic Neurons Innervate
Structures in the Head, Chest, and Abdomen

Four of the twelve cranial nerves—numbers I1I, VII, [X, and
X—contain parasympathetic axons. The nuclei of these
nerves, which occupy areas of the tectum in the midbrain,
pons, and medulla, are the centers for the initiation and in-
tegration of autonomic reflexes for the organ systems they
innervate. Parasympathetic and sympathetic activities are
coordinated by these nuclei.

Cranial Nerve lll. The oculomotor nerve originates from
nuclei in the tectum of the midbrain, where synaptic connec-
tions with the axons of the optic nerves provide input for oc-
ular reflexes. The parasympathetic neurons are located in the
Edinger-Westphal nucleus. The presynaptic axons travel in
the superficial aspect of cranial nerve Ill to the ciliary gan-
glion, located inside the orbit where the synapse occurs. The
postganglionic axons enter the eyeball near the optic nerve
and travel between the sclera and the choroid. These axons
supply the sphincter muscle of the iris; the ciliary muscle,
which focuses the lens; and the choroidal blood vessels.
About 90% of the axons are destined for the ciliary muscle,
while only about 3 to 4% innervate the iris sphincter.

Cranial Nerve VIl. The parasympathetic presynaptic ax-
ons of the facial nerve arise from the superior salivatory
nuclei in the rostral medulla. Presynaptic axons pass from
the facial nerve into the greater superficial petrosal nerve
and synapse in the pterygopalatine ganglion. The postsy-
naptic axons from that ganglion innervate the lacrimal
gland and the glands of the nasal and palatal mucosa. Other
facial nerve presynaptic axons travel via the chorda tym-
pani and synapse in the submandibular ganglion. These
postsynaptic axons stimulate the production of saliva by
the submandibular and sublingual glands. Parasympathetic
activation can also produce dilation of the vasculature
within the areas supplied by the facial nerve.

Cranial Nerve IX. The parasympathetic presynaptic ax-
ons of the glossopharyngeal nerve arise from the inferior
salivatory nuclei of the medulla. The axons follow a cir-
cuitous course through the lesser petrosal nerve to reach
the otic ganglion, where they synapse. From the otic gan-
glion, the postsynaptic axons join the auriculotemporal
branch of cranial nerve V and arrive at the parotid gland,
where they stimulate secretion of saliva.

Sensory axons that are important for autonomic func-
tion are also conveyed in cranial nerve [X. The carotid bod-
ies sense the concentrations of oxygen and carbon dioxide
in blood flowing in the carotid arteries and transmit that
chemosensory information to the medulla via glossopha-
ryngeal afferents. The carotid sinus, which is located in the
proximal internal carotid artery, monitors blood pressure
and transmits this baroreceptor information to the tractus
solitarius in the medulla.

Cranial Nerve X. The vagus nerve has an extensive auto-
nomic component, which arises from the nucleus am-
biguus and the dorsal motor nuclei in the medulla. It has
been estimated that vagal output comprises up to 75% of
total parasympathetic activity. Long preganglionic axons
travel in the vagus trunks to ganglia in the heart and lungs
and to the intrinsic plexuses of the gastrointestinal tract.
Sympathetic postsynaptic axons also intermingle with the
parasympathetic presynaptic axons in these plexuses and
travel together to the target tissues.

The right vagus nerve supplies axons to the sinoatrial
node of the heart, and the left vagus nerve supplies the atri-
oventricular node. Vagal activation slows the heart rate and
reduces the force of contraction. The vagal efferents to the
lung control smooth muscle that constricts bronchioles,
and also regulate the action of secretory cells. Vagal input
to the esophagus and stomach regulates motility and influ-
ences secretory function in the stomach. Acetylcholine
plus vasoactive intestinal peptide (VIP) are the transmitters
of the postsynaptic neurons.

There is also vagal innervation to the kidneys, liver,
spleen, and pancreas, but the role of these inputs is not yet

fully established.

Sacral Spinal Cord Parasympathetic Neurons
Innervate Structures in the Pelvis

Preganglionic fibers of the sacral division originate in the
intermediate gray matter of the sacral spinal cord, emerging
from segments S2, S3, and S4 (see Fig. 6.4). These pregan-
glionic fibers synapse in ganglia in or near the pelvic or-
gans, including the lower portion of the gastrointestinal



tract (the sigmoid colon, rectum, and internal anal sphinc-
ter), the urinary bladder, and the reproductive organs.

SPECIFIC ORGAN RESPONSES TO
AUTONOMIC ACTIVITY

As noted earlier, most involuntary organs are dually inner-
vated by the sympathetic and parasympathetic divisions, of-
ten with opposing actions. A list of these organs and a sum-
mary of their responses to sympathetic and parasympathetic
stimulation is given in Table 6.1. The type of receptor at the

Responses of Effectors
to Parasympathetic and
Sympathetic Stimulation

Effector Parasympathetic Sympathetic
Eye
Pupil Constriction Dilation (o)
Ciliary muscle Contraction Relaxation (3,)
Miiller's muscle None Contraction (a;)
Lacrimal gland Secretion None
Nasal glands Secretion Inhibition ()
Salivary glands Secretion Amylase secretion (8)
Skin
Sweat glands None Secretion (cholinergic
muscarinic)
Piloerector None Contraction (o)
muscles

Blood vessels

Skin None Constriction (o)
Skeletal muscle None Dilation (B,),
Constriction (o)

Viscera None Constriction (o)
Heart

Rate Decrease Increase (B4, B)

Force Decrease Increase (B4, B2)
Lungs

Bronchioles Constriction Dilation (B,)

Glands

Decreased («;), incr.
(B,) secretion

Secretion

Gastrointestinal tract

Wall muscles Contraction Relaxation (e, B,)

Sphincters Relaxation Contraction (o)
Glands Secretion Inhibition
Liver None Glycogenolysis and
Gluconeogenesis
(e, B2)
Pancreas (insulin) None Decreased secretion
(a,)
Adrenal medulla None Secretion of
epinephrine
(cholinergic
nicotinic)
Urinary system
Ureter Relaxation Contraction (o)
Detrusor Contraction Relaxation (3,)
Sphincter Relaxation Contraction (o)
Reproductive system
Uterus Variable Contraction (a;)
Genitalia Erection Ejaculation/vaginal
contraction (o)
Adipose cells None Lipolysis (B)

CHAPTER 6 The Autonomic Nervous System 115

synapse with the effectors is also indicated. More detailed
discussions of the effects of autonomic nerve activation are
found in the chapters on the specific organ systems.

CONTROL OF THE AUTONOMIC
NERVOUS SYSTEM

The autonomic nervous system utilizes a hierarchy of re-
flexes to control the function of autonomic target organs.
These reflexes range from local, involving only a part of
one neuron, to regional, requiring mediation by the spinal
cord and associated autonomic ganglia, to the most com-
plex, requiring action by the brainstem and cerebral cen-
ters. In general, the higher the level of complexity, the
more likely the reflex will require coordination of both
sympathetic and parasympathetic responses. Somatic mo-
tor neurons and the endocrine system may also be involved.

Sensory Input Contributes to Autonomic Function

The ANS is traditionally regarded as an efferent system,
and the sensory neurons innervating the involuntary organs
are not considered part of the ANS. Sensory input, how-
ever, is important for autonomic functioning. The sensory
innervation to the visceral organs, blood vessels, and skin
forms the afferent limb of autonomic reflexes (Fig. 6.6).
Most of the sensory axons from ANS-innervated structures
are unmyelinated C fibers.

Sensory information from these pathways may not reach
the level of consciousness. Sensations that are perceived
may be vaguely localized or may be felt in a somatic struc-
ture rather than the organ from which the afferent action
potentials originated. The perception of pain in the left arm
during a myocardial infarction is an example of pain being
referred from a visceral organ.

Local Axon Reflexes Are Paths for
Autonomic Activation

A sensory neuron may have several terminal branches pe-
ripherally that enlarge the receptive area and innervate
multiple receptors. As a sensory action potential which
originated in one of the terminal branches propagates af-
ferently, or orthodromically, it may also enter some
other branches of that same axon and then conduct ef-
ferently, or antidromically, for short distances. The dis-
tal ends of the sensory axons may release neurotransmit-
ters in response to the antidromic action potentials. The
process of action potential spread can result in a more
wide-ranging reaction than that produced by the initial
stimulus. If the sensory neuron innervates blood vessels
or sweat glands, the response can produce reddening of
the skin as a result of vasodilation, local sweating as a re-
sult of sweat gland activation, or pain as a result of the ac-
tion of the released neurotransmitter. This process is
called a local axon reflex (see Fig. 6.6). It differs from the
usual reflex pathway in that a synapse with an efferent
neuron in the spinal cord or peripheral ganglion is not re-
quired to produce a response. The neurotransmitter pro-
ducing this local reflex is likely the same as that released
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ANS reflex
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Intermediolateral horn

Autonomic effectors: Preganglionic fiber
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Glands Postganglionic
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MSensory components of autonomic func-

tion. Left, Sensory action potentials from
mechanical, chemical, and nociceptive receptors that propa-
gate to the spinal cord can trigger ANS reflexes. Right, Local
axon reflexes occur when an orthodromic action potential
from a sensory nerve ending propagates antidromically into

at the synapse in the spinal cord—substance P or gluta-
mate for sensory neurons or ACh and NE at the target tis-
sues for autonomic neurons. Local axon reflexes in noci-
ceptive nerve endings that become persistently activated
after local trauma can produce dramatic clinical manifes-
tations (see Clinical Focus Box 6.2).

The Autonomic Ganglia Can Modify Reflexes

Although the paravertebral ganglia may serve merely as re-
lay stations for synapse of preganglionic and postgan-
glionic sympathetic neurons, evidence suggests that synap-
tic activity in these ganglia may modify efferent activity.
Input from other preganglionic neurons provides the mod-
ifying influence. Prevertebral ganglia also serve as integra-
tive centers for reflexes in the gastrointestinal tract.
Chemoreceptors and mechanoreceptors located in the gut
produce afferent action potentials that pass to the spinal
cord and then to the celiac or mesenteric ganglia where
changes in motility and secretion may be instituted during
digestion. The integrative actions of these ganglia are also
responsible for halting motility and secretion in the gas-

CLINICAL FOCUS BOX 6.2

Reflex Sympathetic Dystrophy (RSD)

RSD is a clinical syndrome that includes spontaneous
pain, painful hypersensitivity to nonnoxious stimuli such
as light touch or moving air, and evidence of ANS dys-
function in the form of excessive coldness and sweating
of the involved body part. The foot, knee, hand, and fore-
arm are the more common sites of involvement. Local
trauma, which may be minor in degree, and surgical pro-
cedures on joints or bones are common precipitating
events. The term dystrophy applies to atrophic changes
that may occur in the skin, soft tissue, and bone in the

Dorsal root Collateral

~—__Nociceptor
\

Blood
vessel

collateral branches of the same neuron. The antidromic action
potentials may provoke release of the same neurotransmitters,
like substance P or glutamate, from the nerve endings as would
be released at the synapse in the spinal cord. Local axon re-
flexes may perpetuate pain, activate sweat glands, or cause va-
somotor actions.

trointestinal tract during a generalized stress reaction (the
fight-or-flight response).

The intrinsic plexuses of the gastrointestinal visceral
wall are reflex integrative centers where input from presy-
naptic parasympathetic axons, postganglionic sympathetic
axons, and the action of intrinsic neurons may all partici-
pate in reflexes that influence motility and secretion. The
intrinsic plexuses also participate in centrally mediated gas-
trointestinal reflexes (see Chapter 26).

The Spinal Cord Coordinates Many
Autonomic Reflexes

Reflexes coordinated by centers in the lumbar and sacral
spinal cord include micturition (emptying the urinary blad-
der), defecation (emptying the rectum), and sexual re-
sponse (engorgement of erectile tissue, vaginal lubrication,
and ejaculation of semen). Sensory action potentials from
receptors in the wall of the bladder or bowel report about
degrees of distenion. Sympathetic, parasympathetic, and
somatic efferent actions require coordination to produce
many of these responses.

painful areas if the condition goes untreated for many
months. A full explanation of the pathogenetic mecha-
nisms is still lacking. Local axon reflexes in traumatized
nociceptive neurons and reflex activation of the sympa-
thetic nervous system are thought to be contributors. Re-
peated blockade of sympathetic neuron action by local
anesthetic injection into the paravertebral ganglia serving
the involved body part, followed by mobilization of the
body part in a physical therapy program, are the main-
stays of treatment. RSD is now termed Complex Regional
Pain Syndrome Type I.



Higher centers provide facilitating or inhibiting influ-
ences to the spinal cord reflex centers. The ability to volun-
tarily suppress the urge to urinate when the sensation of
bladder fullness is perceived is an example of higher CNS
centers inhibiting a spinal cord reflex. Following injury to the
cervical or upper thoracic spinal cord, micturition may occur
involuntarily or be provoked at much lower than normal
bladder volumes. Episodes of hypertension and piloerection
in spinal cord injury patients are another example of unin-
hibited autonomic reflexes arising from the spinal cord.

The Brainstem Is a Major Control Center for
Autonomic Reflexes

Areas within all three levels of the brainstem are important
in autonomic function (Fig. 6.7). The periaqueductal gray
matter of the midbrain coordinates autonomic responses to
painful stimuli and can modulate the activity of the sensory
tracts that transmit pain. The parabrachial nucleus of the
pons participates in respiratory and cardiovascular control.
The locus ceruleus may have a role in micturition reflexes.
The medulla contains several key autonomic areas. The nu-
cleus of the tractus solitarius receives afferent input from
cardiac, respiratory, and gastrointestinal receptors. The
ventrolateral medullary area is the major center for control
of the preganglionic sympathetic neurons in the spinal
cord. Vagal efferents arise from this area also. Neurons that
control specific functions like blood pressure and heart rate
are clustered within this general region. The descending
paths for regulation of the preganglionic sympathetic and
spinal parasympathetic neurons are not yet fully delineated.
The reticulospinal tracts may carry some of these axons.
Autonomic reflexes coordinated in the brainstem include
pupillary reaction to light, lens accommodation, salivation,
tearing, swallowing, vomiting, blood pressure regulation,
and cardiac rhythm modulation.

The Hypothalamus and Cerebral Hemispheres
Provide the Highest Levels of Autonomic Control

The periventricular, medial, and lateral areas of the hy-
pothalamus in the diencephalon control circadian
rhythms, and homeostatic functions such as thermoregu-
lation, appetite, and thirst. Because of the major role of
the hypothalamus in autonomic function, it has at times
been labeled the "head ganglion of the ANS.” The insular

REVIEW QUESTIONS
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and medial prefrontal areas of the cerebral cortex are the
respective sensory and motor areas involved with the reg-
ulation of autonomic function. The amygdala in the tem-
poral lobe coordinates the autonomic components of
emotional responses.

The areas of the cerebral hemispheres, diencephalon,
brainstem, and central path to the spinal cord that are in-
volved with the control of autonomic functions are collec-
tively termed the central autonomic network (see Fig. 6.7).

w 7 Insular cortex
Cerebral hemisphere
and hypothalamus
6 Hypothalamus
Amygdala

Periaqueductal
gray matter
Midbrain
Parabrachial
region
Nucleus of the

tractus solitarius

Pons

Dorsal motor nucleus of X

Medulla Nucleus ambiguus

Ventrolateral medulla

Spinal cord c‘ Intermediolateral

horn

et .kl [ he central autonomic network. Note the
cerebral, hypothalamic, brainstem, and spinal
cord components. A hierarchy of reflexes initiated from these dif-
ferent levels regulates autonomic function.

DIRECTIONS: Each of the numbered
items or incomplete statements in this
section is followed by answers or by
completions of the statement. Select the
ONE lettered answer or completion that is

BEST in each case.

1. Impaired dilation of the pupil when
entering a dark room is due to
deficient functioning of

(A) Presynaptic axons that travel in the
oculomotor nerve

(B) Postsynaptic axons that travel in
the facial nerve

(C) Acetylcholine delivered by the
circulatory system

(D) Postsynaptic axons arising from
paravertebral ganglia

(E) Postsynaptic axons arising from
prevertebral ganglia

2. Which effects would destruction of the
lumbar paravertebral ganglia by a
gunshot cause in the ipsilateral leg?
(A) It would be cold and clammy
(B) It would be weak
(C) There would be decreased
sensation for painful stimuli
(D) It would be warm and dry
(E) There would be no detectable

change

(continued)



118

PART Il

3. Which of these is not a

neurotransmitter in the autonomic
nervous system?

(A) Acetylcholine

(B) Norepinephrine

(C) Epinephrine

(D) Muscarine

(E) Neuropeptide Y

. With which other entity do the
receptors of the parasympathetic
postganglionic target tissue synapse
share general structural similarity?
(A) The receptor of the sympathetic
postganglionic target tissue synapse
(B) The receptor of the sympathetic
preganglionic synapse

(C) The receptor of the
parasympathetic preganglionic synapse
(D) The voltage-gated calcium channel
(E) The receptor at the neuromuscular
junction

. By which route are the sweat glands
supplied with parasympathetic
innervation?

(A) Vagal preganglionics to
paravertebral ganglion to cutaneous
nerve

(B) Vagal preganglionics to
prevertebral ganglion to cutaneous
nerve

(C) Spinal preganglionics to para-
vertebral ganglion to cutaneous nerve
(D) Spinal gray ramus to cutaneous
nerve

NEUROPHYSIOLOGY

(E) There is no parasympathetic
innervation to the sweat glands

Which statement correctly describes
the relationship between preganglionic
and postganglionic sympathetic axons?
(A) The number of presynaptic axons
is much greater than the number of
postsynaptic axons

(B) The number of postsynaptic axons
is much greater than the number of
presynaptic axons

(C) The number of presynaptic and
postsynaptic axons is equal

(D) Convergence of presynaptic
influence onto the postsynaptic
neurons is the rule

(E) Presynaptic and postsynaptic
neurons are joined by gap junctions

7. A patient who is being treated with a

8.

medication complains of the adverse
effect of difficulty adjusting his eyes to
bright lights. How is the medication
modifying autonomic function?

(A) Enhancing cholinergic activity
(B) Enhancing adrenergic activity

(C) Mimicking the action of
epinephrine

(D) Inhibiting cholinergic activity
(E) Inhibiting adrenergic activity
The activation of which type of
synapse could alter cyclic AMP levels
in the postsynaptic cell>

(A) Preganglionic to postganglionic
sympathetic

(B) Preganglionic to postganglionic
parasympathetic
(C) Postganglionic axon-target tissue
nicotinic
(D) Postganglionic axon-target tissue
muscarinic
(E) Postganglionic-target tissue curare-
sensitive

9. A concurrent increase in
parasympathetic and decrease in
sympathetic outflow to the heart
would be coordinated at which level of
the nervous system?
(A) Insular cortex
(B) Axon reflexes in cardiac sensory
nerves
(C) Periaqueductal gray matter of the
mesencephalon
(D) Gray matter of the upper thoracic
spinal cord
(E) Reticular formation of the medulla
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Integrative Functions of
the Nervous System

Cynthia J. Forehand, Ph.D.

® THE HYPOTHALAMUS
u THE RETICULAR FORMATION

KEY CONCEPTS

m THE FOREBRAIN

1. Homeostatic functions are regulated by the hypothalamus.

2. Homeostatically regulated functions fluctuate in a daily
pattern.

3. The reticular formation serves as the activating system of
the forebrain.

4. Sleep occurs in stages that exhibit different EEG patterns.

5. The limbic system receives distributed monoaminergic and
cholinergic innervation.

he central nervous system (CNS) receives sensory

stimuli from the body and the outside world and
processes that information in neural networks or centers of
integration to mediate an appropriate response or learned
experience. Centers of integration are hierarchical in na-
ture. In a caudal-to-rostral sequence, the more rostral it is
placed, the greater the complexity of the neural network.
This chapter considers functions integrated within the di-
encephalon and telencephalon, where emotionally moti-
vated behavior, appetitive drive, consciousness, sleep, lan-
guage, memory, and cognition are coordinated.

THE HYPOTHALAMUS

The hypothalamus coordinates autonomic reflexes of the
brainstem and spinal cord. It also activates the endocrine
and somatic motor systems when responding to signals
generated either within the hypothalamus or brainstem or
in higher centers, such as the limbic system, where the
emotions and motivations are generated. The hypothala-
mus can accomplish this by virtue of its unique location at
the interface between the limbic system and the endocrine
and autonomic nervous systems.

As a major regulator of homeostasis, the hypothalamus
receives input about the internal environment of the body

6. Limbic structures play a role in the brain’s reward system.

7. The limbic system regulates aggression and sexual activ-
ity.

8. Affective disorders and schizophrenia are disruptions in
limbic function.

9. The cerebral cortex and hippocampus are involved in
learning and memory.

10. Language is a lateralized function of association cortex.

via signals in the blood. In most of the brain, capillary en-
dothelial cells are connected by tight junctions that prevent
substances in the blood from entering the brain. These
tight junctions are part of the blood-brain barrier. The
blood-brain barrier is missing in several small regions of the
brain called circumventricular organs, which are adjacent
to the fluid-filled ventricular spaces. Several circumventric-
ular organs are in the hypothalamus. Capillaries in these re-
gions, like those in other organs, are fenestrated (“leaky”),
allowing the cells of hypothalamic nuclei to sample freely,
from moment to moment, the composition of the blood.
Neurons in the hypothalamus then initiate the mechanisms
necessary to maintain levels of constituents at a given set
point, fixed within narrow limits by a specific hypothalamic
nucleus. Homeostatic functions regulated by the hypothal-
amus include body temperature, water and electrolyte bal-
ance, and blood glucose levels.

The hypothalamus is the major regulator of endocrine
function because of its connections with the pituitary
gland, the master gland of the endocrine system. These
connections include direct neuronal innervation of the pos-
terior pituitary lobe by specific hypothalamic nuclei and a
direct hormonal connection between specific hypothala-
mic nuclei and the anterior pituitary. Hypothalamic hor-
mones, designated as releasing factors, reach the anterior
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pituitary lobe by a portal system of capillaries. Releasing
factors then regulate the secretion of most hormones of the
endocrine system.

The Hypothalamus Is Composed of
Anatomically Distinct Nuclei

The diencephalon includes the hypothalamus, thalamus,
and subthalamus (Fig. 7.1). The rostral border of the hypo-
thalamus is at the optic chiasm, and its caudal border is at
the mammillary body.

On the basal surface of the hypothalamus, exiting the
median eminence, the pituitary stalk contains the hypo-
thalamo-hypophyseal portal blood vessels (see Fig. 32.3).
Neurons within specific nuclei of the hypothalamus secrete
releasing factors into these portal vessels. The releasing fac-
tors are then transported to the anterior pituitary, where
they stimulate secretion of hormones that are trophic to
other glands of the endocrine system (see Chapter 32).

The pituitary stalk also contains the axons of magnocel-
lular neurons whose cell bodies are located in the supraop-
tic and paraventricular hypothalamic nuclei. These axons
form the hypothalamo-hypophyseal tract within the pitu-
itary stalk and represent the efferent limbs of neuroen-
docrine reflexes that lead to the secretion of the hormones
vasopressin and oxytocin into the blood. These hormones
are made in the magnocellular neurons and released by
their axon terminals next to the blood vessels within the
posterior pituitary.

The nuclei of the hypothalamus have ill-defined bound-
aries, despite their customary depiction (Fig. 7.2). Many are
named according to their anatomic location (e.g., anterior
hypothalamic nuclei, ventromedial nucleus) or for the
structures they lie next to (e.g., the periventricular nucleus
surrounds the third ventricle, the suprachiasmatic nucleus
lies above the optic chiasm).

Cerebral cortex

Corpus callosum
Subthalamus

Hypothalamus Thalamus

Midbrain

Optic chiasm
Pituitary gland
Mammillary body Ports

Medulla Spinal cord

oblongata

A midsagittal section through the human
brain, showing the most prominent struc-

tures of the brainstem (gray), diencephalon (red), and fore-

brain (white). The cerebellum is also shown. (Modified from

Kandel ER, Schwartz JH, Jessel TM. Principles of Neural Science.
3rd Ed. New York: Elsevier, 1991.)

The hypothalamus receives afferent inputs from all lev-
els of the CNS. It makes reciprocal connections with the
limbic system via fiber tracts in the fornix. The hypothala-
mus also makes extensive reciprocal connections with the
brainstem, including the reticular formation and the
medullary centers of cardiovascular, respiratory, and gas-
trointestinal regulation. Many of these connections travel
within the medial forebrain bundle, which also connects
the brainstem with the cerebral cortex.

Several major connections of the hypothalamus are one-
way rather than reciprocal. One of these, the mammil-
lothalamic tract, carries information from the mammillary
bodies of the hypothalamus to the anterior nucleus of the
thalamus, from where information is relayed to limbic re-
gions of the cerebral cortex. A second one-way pathway
carries visual information from the retina to the suprachi-
asmatic nucleus of the hypothalamus via the optic nerve.
Through this retinal input, the light cues of the day/night
cycle entrain or synchronize the “biological clock” of the
brain to the external clock. A third one-way connection is
the hypothalamo-hypophyseal tract from the supraoptic
and paraventricular nuclei to the posterior pituitary gland.
The hypothalamus also projects directly to the spinal cord
to activate sympathetic and parasympathetic preganglionic
neurons (see Chapter 6).

Hypothalamic Nuclei Are Centers of
Physiological Regulation

The nuclei of the hypothalamus contain groups of neurons
that regulate several important physiological functions:

1) Water and electrolyte balance in magnocellular cells of
the supraoptic and paraventricular nuclei (see Chapter 32)

2) Secretion of hypothalamic releasing factors in the
arcuate and periventricular nuclei and in parvocellular cells
of the paraventricular nucleus (see Chapters 32 and 33)

3) Temperature regulation in the anterior and posterior
hypothalamic nuclei (see Chapter 29)

4) Activation of the sympathetic nervous system and
adrenal medullary hormone secretion in the dorsal and pos-
terior hypothalamus (see Chapter 34)

5) Thirst and drinking regulation in the lateral hypo-
thalamus (see Chapter 24)

6) Hunger, satiety, and the regulation of eating behav-
ior in the arcuate nucleus, ventromedial nucleus, and lateral
hypothalamic area

7) Regulation of sexual behavior in the anterior and
preoptic areas

8) Regulation of circadian rhythms in the suprachias-
matic nucleus

The Hypothalamus Regulates Eating Behavior

Classically, the hypothalamus has been considered a
grouping of regulatory centers governing homeostasis.
With respect to eating, the ventromedial nucleus of the hy-
pothalamus serves as a satiety center and the lateral hypo-
thalamic area serves as a feeding center. Together, these ar-
eas coordinate the processes that govern eating behavior
and the subjective perception of satiety. These hypothala-
mic areas also influence the secretion of hormones, partic-
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The hypothalamus and its nuclei. The con-

nections between the hypothalamus and the pi-
tuitary gland are also shown. (Modified from Ganong WF.

ularly from the thyroid gland, adrenal gland, and pancreatic
islet cells, in response to changing metabolic demands.

Lesions in the ventromedial nucleus in experimental an-
imals lead to morbid obesity as a result of unrestricted eat-
ing (hyperphagia). Conversely, electrical stimulation of
this area results in the cessation of eating (hypophagia).
Destructive lesions in the lateral hypothalamic area lead to
hypophagia, even in the face of starvation; electrical stim-
ulation of this area initiates feeding activity, even when the
animal has already eaten.

The regulation of eating behavior is part of a complex
pathway that regulates food intake, energy expenditure,
and reproductive function in the face of changes in nutri-
tional state. In general, the hypothalamus regulates caloric
intake, utilization, and storage in a manner that tends to
maintain the body weight in adulthood. The presumptive
set point around which it attempts to stabilize body weight,
however, is poorly defined or maintained, as it changes
readily with changes in physical activity, composition of
the diet, emotional states, stress, pregnancy, and so on.

A key player in the regulation of body weight is the hor-
mone leptin, which is released by white fat cells (adipocytes).
As fat stores increase, plasma leptin levels increase; con-
versely, as fat stores are depleted, leptin levels decrease. Cells
in the arcuate nucleus of the hypothalamus appear to be the
sensors for leptin levels. Physiological responses to low leptin
levels (starvation) are initiated by the hypothalamus to in-
crease food intake, decrease energy expenditure, decrease re-
productive function, decrease body temperature, and increase
parasympathetic activity. Physiological responses to high
leptin levels (obesity) are initiated by the hypothalamus to
decrease food intake, increase energy expenditure, and in-
crease sympathetic activity. Hypothalamic pathways involv-
ing neuropeptide Y are important for the starvation response,
while pathways involving the melanocyte-stimulating hor-
mone are important for the obesity response.

Review of Medical Physiology. 16th Ed. Norwalk, CT: Appleton
& Lange, 1993.)

In addition to long-term regulation of body weight, the
hypothalamus also regulates eating behavior more acutely.
Factors that limit the amount of food ingested during a sin-
gle feeding episode originate in the gastrointestinal tract
and influence the hypothalamic regulatory centers. These
include sensory signals carried by the vagus nerve that sig-
nify stomach filling and chemical signals giving rise to the
sensation of satiety, including absorbed nutrients (glucose,
certain amino acids, and fatty acids) and gastrointestinal
hormones, especially cholecystokinin.

The Hypothalamus Controls the
Gonads and Sexual Activity

The anterior and preoptic hypothalamic areas are sites for
regulating gonadotropic hormone secretion and sexual be-
havior. Neurons in the preoptic area secrete gonadotropin-
releasing hormone (GnRH), beginning at puberty, in re-
sponse to signals that are not understood. These neurons
contain receptors for gonadal steroid hormones, testos-
terone and/or estradiol, which regulate GnRH secretion in
either a cyclic (female) or a continual (male) pattern fol-
lowing the onset of puberty.

At a critical period in fetal development, circulating
testosterone secreted by the testes of a male fetus changes
the characteristics of cells in the preoptic area that are des-
tined later in life to secrete GnRH. These cells, which
would secrete GnRH cyclically at puberty, had they not
been exposed to androgens prenatally, are transformed into
cells that secrete GnRH continually at a homeostatically reg-
ulated level. As a result, males exhibit a steady-state secre-
tion rate for gonadotropic hormones and, consequently, for
testosterone (see Chapter 37).

In the absence of androgens in fetal blood during devel-
opment, the preoptic area remains unchanged, so that at
puberty the GnRH-secreting cells begin to secrete in a
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cyclic pattern. This pattern is reinforced and synchronized
throughout female reproductive life by the cyclic feedback
of ovarian steroids, estradiol and progesterone, on secre-
tion of GnRH by the hypothalamus during the menstrual
cycle (see Chapter 38).

Steroid levels during prenatal and postnatal develop-
ment are known to mediate differentiation of sexually di-
morphic regions of the brain of most vertebrate species.
Sexually dimorphic brain anatomy, behavior, and suscepti-
bility to neurological and psychiatric illness are evident in
humans; however, with the exception of the GnRH-secret-
ing cells, it has been difficult to definitively show a steroid
dependency for sexually dimorphic differentiation in the
human brain.

The Hypothalamus Contains the
“Biological Clock”

Many physiological functions, including body temperature
and sleep/wake cycles, vary throughout the day in a pattern
that repeats itself daily. Others, such as the female men-
strual cycle, repeat themselves approximately every 28
days. Still others, such as reproductive function in seasonal
breeders, repeat annually. The hypothalamus is thought to
play a major role in regulating all of these biological
rhythms. Furthermore, these rhythms appear to be endoge-
nous (within the body) because they persist even in the ab-
sence of time cues, such as day/night cycles for light and
dark periods, lunar cycles for monthly rhythms, or changes
in temperature and day length for seasonal change. Ac-
cordingly, most organisms, including humans, are said to
possess an endogenous timekeeper, a so-called biological
clock that times the body's regulated functions.

Most homeostatically regulated functions exhibit peaks
and valleys of activity that recur approximately daily.
These are called circadian rhythms or diurnal rhythms. The
circadian rhythms of the body are driven by the suprachi-
asmatic nucleus (SCN), a center in the hypothalamus that
serves as the brain's biological clock. The SCN, which in-
fluences many hypothalamic nuclei via its efferent connec-
tions, has the properties of an oscillator whose spontaneous
firing patterns change dramatically during a day/night cy-
cle. This diurnal cycle of activity is maintained in vitro and
is an internal property of SCN cells. The molecular basis of
the cellular rhythm is a series of transcriptional/transla-
tional feedback loops. The genes involved in these loops
are apparently conserved from prokaryotes to humans. An
important pathway influencing the SCN is the afferent
retinohypothalamic tract of the optic nerve, which origi-
nates in the retina and enters the brain through the optic
chiasm and terminates in the SCN. This pathway is the
principal means by which light signals from the outside
world transmit the day/night rhythm to the brain's internal
clock, thereby entraining the endogenous oscillator to the
external clock.

Figure 7.3 illustrates some of the circadian rhythms of
the body. One of the most vivid is alertness, which peaks in
the afternoon and is lowest in the hours preceding and fol-
lowing sleep. Another, body temperature, ranges approxi-
mately 1°C (about 2°F) throughout the day, with the low
point occurring during sleep. Plasma levels of growth hor-

vt Avake
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o

Alertness

Temperature
(F)

Growth hormone
(ng/mL)

Cortisol
(ug/100mL)

12 18 24 6 12 18 24
Time of day (hours)
Circadian rhythms in some homeostatically
regulated functions during two 24-hour pe-
riods. Alertness is measured on an arbitrary scale between sleep

and most alert. (Modified from Coleman RM. Wide Awake at
3:00 AM. New York: WH Freeman, 1986.)

mone increase greatly during sleep, in keeping with this
hormone's metabolic role as a glucose-sparing agent during
the nocturnal fast. Cortisol, on the other hand, has its high-
est daily plasma level prior to arising in the morning. The
mechanism by which the SCN can regulate diverse func-
tions is related to its control of the production of melatonin
by the pineal gland. Melatonin levels increase with de-
creasing light as night ensues.

Other homeostatically regulated functions exhibit diur-
nal patterns as well, when they are all in synchrony, they
function harmoniously and impart a feeling of well-being.
When there is a disruption in rhythmic pattern, such as by
sleep deprivation or when passing too rapidly through sev-
eral time zones, the period required for reentrainment of
the SCN to the new day/night pattern is characterized by a
feeling of malaise and physiological distress. This is com-
monly experienced as jet lag in travelers crossing several
time zones or by workers changing from day shift to night
shift or from night shift to day shift. In such cases, the hy-
pothalamus requires time to “reset its clock” before the reg-
ular thythms are restored and a feeling of well-being en-
sues. The SCN uses the new pattern of light/darkness, as
perceived in the retina, to entrain its firing rate to a pattern
consistent with the external world. Resetting the clock may
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be facilitated by the judicious use of exogenous melatonin
and by altering exposure to light.

THE RETICULAR FORMATION

The brainstem contains anatomic groupings of cell bodies
clearly identified as the nuclei of cranial sensory and motor
nerves or as relay cells of ascending sensory or descending
motor systems. The remaining cell groups of the brainstem,
located in the central core, constitute a diffuse-appearing
system of neurons with widely branching axons, known as
the reticular formation.

Neurons of the Reticular Formation Exert
Widespread Modulatory Influence in the CNS

As neurochemistry and cytochemical localization tech-
niques improve, it is becoming increasingly clear that the
reticular formation is not a diffuse, undefined system; it
contains highly organized clusters of transmitter-specific
cell groups that influence functions in specific areas of the
CNS. For example, the nuclei of monoaminergic neuronal
systems are located in well-defined cell groups throughout
the reticular formation.

A unique characteristic of neurons of the reticular for-
mation is their widespread system of axon collaterals,
which make extensive synaptic contacts and, in some cases,
travel over long distances in the CNS. A striking example is
the demonstration, using intracellular labeling of individual
cells and their processes, that one axon branch descends all
the way into the spinal cord, while the collateral branch
projects rostrally all the way to the forebrain, making myr-
iad synaptic contacts along both axonal pathways.

The Ascending Reticular Activating
System Mediates Consciousness and Arousal

Sensory neurons bring peripheral sensory information to the
CNS via specific pathways that ascend and synapse with spe-
cific nuclei of the thalamus, which, in turn, innervate primary
sensory areas of the cerebral cortex. These pathways involve
three to four synapses, starting from a receptor that responds
to a specific sensory modality—such as touch, hearing, or vi-
sion. Each modality has, in addition, a nonspecific form of
sensory transmission, in that axons of the ascending fibers
send collateral branches to cells of the reticular formation
(Fig. 7.4). The latter, in turn, send their axons to the in-
tralaminar nuclei of thalamus, which innervate wide areas of
the cerebral cortex and limbic system. In the cerebral cortex
and limbic system, the influence of the nonspecific projec-
tions from the reticular formation is arousal of the organism.
This series of connections from the reticular formation
through the intralaminar nuclei of the thalamus and on to the
forebrain is termed the ascending reticular activating system.

The reticular formation also houses the neuronal sys-
tems that regulate sleep/wake cycles and consciousness. So
important is the ascending reticular activating system to
the state of arousal that a malfunction in the reticular for-
mation, particularly the rostral portion, can lead to a loss of
consciousness and coma.
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FIGURE 7.4 The bra}mst.em reticular formafxon and retic-
ular activating system. Ascending sensory
tracts send axon collateral fibers to the reticular formation. These
give rise to fibers synapsing in the intralaminar nuclei of the thala-

mus. From there, these nonspecific thalamic projections influence
widespread areas of the cerebral cortex and limbic system.

An Electroencephalogram Records
Electrical Activity of the Brain’s Surface

The influence of the ascending reticular activating system
on the brain's activity can be monitored via electroen-
cephalography. The electroencephalograph is a sensitive
recording device for picking up the electrical activity of the
brain's surface through electrodes placed on designated sites
on the scalp. This noninvasive tool measures simultane-
ously, via multiple leads, the electrical activity of the major
areas of the cerebral cortex. It is also the best diagnostic tool
available for detecting abnormalities in electrical activity,
such as in epilepsy, and for diagnosing sleep disorders.

The detected electrical activity reflects the extracellular
recording of the myriad postsynaptic potentials in cortical
neurons underlying the electrode. The summated electrical
potentials recorded from moment to moment in each lead
are influenced greatly by the input of sensory information
from the thalamus via specific and nonspecific projections
to the cortical cells, as well as inputs that course laterally
from other regions of the cortex.

EEG Waves. The waves recorded on an electroen-
cephalogram (EEG) are described in terms of frequency,
which usually ranges from less than 1 to about 30 Hz, and
amplitude or height of the wave, which usually ranges from
20 to 100 wV. Since the waves are a summation of activity
in a complex network of neuronal processes, they are highly
variable. However, during various states of consciousness,
EEG waves have certain characteristic patterns. At the high-
est state of alertness, when sensory input is greatest, the
waves are of high frequency and low amplitude, as many
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FIGURE 7.5 Patterns of brain waves regorded on an
EEG. Wave patterns are designated alpha,
beta, theta, or delta waves, based on frequency and relative ampli-

tude. In epilepsy, abnormal spikes and large summated waves ap-
pear as many neurons are activated simultaneously.

units discharge asynchronously. At the opposite end of the
alertness scale, when sensory input is at its lowest, in deep
sleep, a synchronized EEG has the characteristics of low fre-
quency and high amplitude. An absence of EEG activity is
the legal criterion for death in the United States.

EEG wave patterns are classified according to their fre-
quency (Fig. 7.5). Alpha waves, a rhythm ranging from 8 to
13 Hz, are observed when the person is awake but relaxed
with the eyes closed. When the eyes are open, the added vi-
sual input to the cortex imparts a faster rhythm to the EEG,
ranging from 13 to 30 Hz and designated beta waves. The
slowest waves recorded occur during sleep: theta waves at 4
to 7 Hz and delta waves at 0.5 to 4 Hz, in deepest sleep.

Abnormal wave patterns are seen in epilepsy, a neuro-
logical disorder of the brain characterized by spontaneous
discharges of electrical activity, resulting in abnormalities
ranging from momentary lapses of attention, to seizures of
varying severity, to loss of consciousness if both brain
hemispheres participate in the electrical abnormality. The
characteristic waveform signifying seizure activity is the
appearance of spikes or sharp peaks, as abnormally large
numbers of units fire simultaneously. Examples of spike ac-
tivity occurring singly and in a spike-and-wave pattern are
shown in Figure 7.5.

Sleep and the EEG. Sleep is regulated by the reticular
formation. The ascending reticular activating system is pe-
riodically shut down by influences from other regions of
the reticular formation. The EEG recorded during sleep re-
veals a persistently changing pattern of wave amplitudes
and frequencies, indicating that the brain remains continu-
ally active even in the deepest stages of sleep. The EEG pat-
tern recorded during sleep varies in a cyclic fashion that re-
peats approximately every 90 minutes, starting from the
time of falling asleep to awakening 7 to 8 hours later (Fig.
7.6). These cycles are associated with two different forms
of sleep, which follow each other sequentially:

1. Slow-wave sleep: four stages of progressively deep-
ening sleep (i.e., it becomes harder to wake the subject)

2. Rapid eye movement (REM) sleep: back-and-forth
movements of the eyes under closed lids, accompanied by
autonomic excitation

EEG recordings of sleeping subjects in laboratory set-
tings reveal that the brain's electrical activity varies as the
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from Kandel ER, Schwartz JH, Jessel TM. Principles of Neural
Science. 3rd Ed. New York: Elsevier, 1991.)
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subject passes through cycles of slow-wave sleep, then
REM sleep, on through the night.

A normal sleep cycle begins with slow-wave sleep, four
stages of increasingly deep sleep during which the EEG be-
comes progressively slower in frequency and higher in am-
plitude. Stage 4 is reached at the end of about an hour,
when delta waves are observed (see Fig. 7.6). The subject
then passes through the same stages in reverse order, ap-
proaching stage 1 by about 90 minutes, when a REM period
begins, followed by a new cycle of slow-wave sleep. Slow-
wave sleep is characterized by decreased heart rate and
blood pressure, slow and regular breathing, and relaxed
muscle tone. Stages 3 and 4 occur only in the first few sleep
cycles of the night. In contrast, REM periods increase in du-
ration with each successive cycle, so that the last few cycles
consist of approximately equal periods of REM sleep and
stage 2 slow-wave sleep.

REM sleep is also known as paradoxical sleep, because
of the seeming contradictions in its characteristics. First,
the EEG exhibits unsynchronized, high-frequency, low-
amplitude waves (i.e., a beta rhythm), which is more typi-
cal of the awake state than sleep, yet the subject is as diffi-
cult to arouse as when in stage 4 slow-wave sleep. Second,
the autonomic nervous system is in a state of excitation;
blood pressure and heart rate are increased and breathing is
irregular. In males, autonomic excitation in REM sleep in-
cludes penile erection. This reflex is used in diagnosing im-
potence, to determine whether erectile failure is based on a
neurological or a vascular defect (in which case, erection
does not accompany REM sleep).

When subjects are awakened during a REM period, they
usually report dreaming. Accordingly, it is customary to con-
sider REM sleep as dream sleep. Another curious characteris-
tic of REM sleep is that most voluntary muscles are tem-
porarily paralyzed. Two exceptions, in addition to the
muscles of respiration, include the extraocular muscles,
which contract rhythmically to produce the rapid eye move-
ments, and the muscles of the middle ear, which protect the
inner ear (see Chapter 4). Muscle paralysis is caused by an ac-
tive inhibition of motor neurons mediated by a group of neu-
rons located close to the locus ceruleus in the brainstem.
Many of us have experienced this muscle paralysis on wak-
ing from a bad dream, feeling momentarily incapable of run-
ning from danger. In certain sleep disorders in which skele-
tal muscle contraction is not temporarily paralyzed in REM
sleep, subjects act out dream sequences with disturbing re-
sults, with no conscious awareness of this happening.

Sleep in humans varies with developmental stage. New-
borns sleep approximately 16 hours per day, of which
about 50% is spent in REM sleep. Normal adults sleep 7 to
8 hours per day, of which about 25% is spent in REM sleep.
The percentage of REM sleep declines further with age, to-
gether with a loss of the ability to achieve stages 3 and 4 of
slow-wave sleep.

THE FOREBRAIN

The forebrain contains the cerebral cortex and the subcor-
tical structures rostral to the diencephalon. The cortex, a
few-millimeters-thick outer shell of the cerebrum, has a rich,
multilayered array of neurons and their processes forming
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The cerebral hemispheres and some deep
structures in a coronal section through the
rostral forebrain. The corpus callosum is the major commissure
that interconnects the right and left hemispheres. The anterior
commissure connects rostral components of the right and left
temporal lobes. The cortex is an outer rim of gray matter (neu-

ronal cell bodies and dendrites); deep to the cortex is white mat-
ter (axonal projections) and then subcortical gray matter.

commissure

columns perpendicular to the surface. The axons of cortical
neurons give rise to descending fiber tracts and intrahemi-
spheric and interhemispheric fiber tracts, which, together
with ascending axons coursing toward the cortex, make up
the prominent white matter underlying the outer cortical
gray matter. A deep sagittal fissure divides the cortex into a
right and left hemisphere, each of which receives sensory
input from and sends its motor output to the opposite side
of the body. A set of commissures containing axonal fibers
interconnects the two hemispheres, so that processed neu-
ral information from one side of the forebrain is transmitted
to the opposite hemisphere. The largest of these commis-
sures is the corpus callosum, which interconnects the major
portion of the hemispheric regions (Fig. 7.7).

Among the subcortical structures located in the fore-
brain are the components of the limbic system, which reg-
ulates emotional response, and the basal ganglia (caudate,
putamen, and globus pallidus), which are essential for co-
ordinating motor activity (see Chapter 5).

The Cerebral Cortex Is Functionally
Compartmentalized

In the human brain, the surface of the cerebral cortex is highly
convoluted, with gyri (singular, gyrus) and sulci (singular, sul-
cus), which are akin to hills and valleys, respectively. Deep
sulci are also called fissures. Two deep fissures form promi-
nent landmarks on the surface of the cortex; the central sul-
cus divides the frontal lobe from the parietal lobe, and the
sylvian fissure divides the parietal lobe from the temporal
lobe (Fig. 7.8). The occipital lobe has less prominent sulci
separating it from the parietal and temporal lobes.
Topographically, the cerebral cortex is divided into ar-
eas of specialized functions, including the primary sensory
areas for vision (occipital cortex), hearing (temporal cor-
tex), somatic sensation (postcentral gyrus), and primary



126 PART Il NEUROPHYSIOLOGY

Primary somatic

Prima
v sensory cortex

motor cortex

Parietal-temporal-
occipital association
cortex

Central sulcus

o L

Premotor T~
Parietal lobe

cortex

Primary

visual cortex
Prefrontal

association cortex

A
S————>

\

e

Sylvian fissure
Primary
auditory cortex

FIGURE 7.8 Tl.le_ four !obes of the cerebral cortex, con-
taining primary sensory and motor areas

and major association areas. The central sulcus and sylvian fis-
sure are prominent landmarks used in defining the lobes of the

cortex. Imaginary lines are drawn in to indicate the boundaries
between the occipital, temporal, and parietal lobes. (Modified

from Kandel ER, Schwartz JH, Jessel TM. Principles of Neural
Science. 3rd Ed. New York: Elsevier, 1991.)

motor area (precentral gyrus) (see Chapters 4 and 5). As
shown in Figure 7.8, these well-defined areas comprise only
a small fraction of the surface of the cerebral cortex. The
majority of the remaining cortical area is known as associ-
ation cortex, where the processing of neural information is
performed at the highest levels of which the organism is ca-
pable; among vertebrates, the human cortex contains the
most extensive association areas. The association areas are
also sites of long-term memory, and they control such hu-
man functions as language acquisition, speech, musical abil-
ity, mathematical ability, complex motor skills, abstract
thought, symbolic thought, and other cognitive functions.

Association areas interconnect and integrate informa-
tion from the primary sensory and motor areas via intra-
hemispheric connections. The parietal-temporal-occipital
association cortex integrates neural information con-
tributed by visual, auditory, and somatic sensory experi-
ences. The prefrontal association cortex is extremely im-
portant as the coordinator of emotionally motivated
behaviors, by virtue of its connections with the limbic sys-
tem. In addition, the prefrontal cortex receives neural input
from the other association areas and regulates motivated
behaviors by direct input to the premotor area, which
serves as the association area of the motor cortex.

Sensory and motor functions are controlled by cortical
structures in the contralateral hemisphere (see Chapters 4
and 5). Particular cognitive functions or components of
these functions may be lateralized to one side of the brain
(see Clinical Focus Box 7.1).

The Limbic System Is the Seat of the Emotions

The limbic system comprises large areas of the forebrain
where the emotions are generated and the responses to

emotional stimuli are coordinated. Understanding its func-
tions is particularly challenging because it is a complex sys-
tem of numerous and disparate elements, most of which
have not been fully characterized. A compelling reason for
studying the limbic system is that the major psychiatric dis-
orders—including bipolar disorder, major depression,
schizophrenia, and dementia—involve malfunctions in the
limbic system.

Anatomy of the Limbic System. The limbic system com-
prises specific areas of the cortex and subcortical structures
interconnected via circuitous pathways that link the cere-
brum with the diencephalon and brainstem (Fig. 7.9). Orig-
inally the limbic system was considered to be restricted to
a ring of structures surrounding the corpus callosum, in-
cluding the olfactory system, the cingulate gyrus, parahip-
pocampal gyrus, and hippocampus, together with the fiber
tracts that interconnect them with the diencephalic com-
ponents of the limbic system, the hypothalamus and ante-
rior thalamus. Current descriptions of the limbic system
also include the amygdala (deep in the temporal lobe), nu-
cleus accumbens (the limbic portion of the basal ganglia),
septal nuclei (at the base of the forebrain), the prefrontal
cortex (anterior and inferior components of the frontal
lobe) and the habenula (in the diencephalon).

Circuitous loops of fiber tracts interconnect the limbic
structures. The main circuit links the hippocampus to the
mammillary body of the hypothalamus by way of the
fornix, the hypothalamus to the anterior thalamic nuclei via
the mammillothalamic tract, and the anterior thalamus to
the cingulate gyrus by widespread, anterior thalamic pro-
jections (Fig. 7.10). To complete the circuit, the cingulate
gyrus connects with the hippocampus, to enter the circuit
again. Other structures of the limbic system form smaller
loops within this major circuit, forming the basis for a wide
range of emotional behaviors.

The fornix also connects the hippocampus to the base of
the forebrain where the septal nuclei and nucleus accum-
bens reside. Prefrontal cortex and other areas of association
cortex provide the limbic system with information based on
previous learning and currently perceived needs. Inputs
from the brainstem provide visceral and somatic sensory
signals, including tactile, pressure, pain, and temperature
information from the skin and sexual organs and pain in-
formation from the visceral organs.

At the caudal end of the limbic system, the brainstem
has reciprocal connections with the hypothalamus (see Fig.
7.10). As noted above, all ascending sensory systems in the
brainstem send axon collaterals to the reticular formation,
which, in turn, innervates the limbic system, particularly via
monoaminergic pathways. The reticular formation also
forms the ascending reticular activating system, which
serves not only to arouse the cortex but also to impart an
emotional tone to the sensory information transmitted
nonspecifically to the cerebral cortex.

Monoaminergic Innervation. Monoaminergic neurons
innervate all parts of the CNS via widespread, divergent
pathways starting from cell groups in the reticular forma-
tion. The limbic system and basal ganglia are richly inner-
vated by catecholaminergic (noradrenergic and dopamin-
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CLINICAL FOCUS BOX 7.1

The Split Brain

Patients with life-threatening, intractable epileptic seizures
were treated in the past by surgical commissurotomy or
cutting of the corpus callosum (see Fig. 7.7). This proce-
dure effectively cut off most of the neuronal communica-
tion between the left and right hemispheres and vastly im-
proved patient status because seizure activity no longer
spread back and forth between the hemispheres.

There was a remarkable absence of overt signs of dis-
ability following commissurotomy; patients retained their
original motor and sensory functions, learning and mem-
ory, personality, talents, emotional responding, and so on.
This outcome was not unexpected because each hemi-
sphere has bilateral representation of most known func-
tions; moreover, those ascending (sensory) and descend-
ing (motor) neuronal systems that crossed to the opposite
side were known to do so at levels lower than the corpus
callosum.

Notwithstanding this appearance of normalcy, follow-
ing commissurotomy, patients were shown to be impaired
to the extent that one hemisphere literally did not know
what the other was doing. It was further shown that each
hemisphere processes neuronal information differently
from the other, and that some cerebral functions are con-
fined exclusively to one hemisphere.

In an interesting series of studies by Nobel laureate
Roger Sperry and colleagues, these patients with a so-
called split-brain were subjected to psychophysiological
testing in which each disconnected hemisphere was ex-
amined independently. Their findings confirmed what was
already known: Sensory and motor functions are con-
trolled by cortical structures in the contralateral hemi-
sphere. For example, visual signals from the left visual
field were perceived in the right occipital lobe, and there
were contralateral controls for auditory, somatic sensory,
and motor functions. (Note that the olfactory system is an
exception, as odorant chemicals applied to one nostril are
perceived in the olfactory lobe on the same side.) How-
ever, the scientists were surprised to find that language

ergic) and serotonergic nerve terminals emanating from
brainstem nuclei that contain relatively few cell bodies
compared to their extensive terminal projections. From
neurochemical manipulation of monoaminergic neurons in
the limbic system, it is apparent that they play a major role
in determining emotional state.

Dopaminergic neurons are located in three major path-
ways originating from cell groups in either the midbrain
(the substantia nigra and ventral tegmental area) or the hy-
pothalamus (Fig. 7.11). The nigrostriatal system consists of
neurons with cell bodies in the substantia nigra (pars com-
pacta) and terminals in the neostriatum (caudate and puta-
men) located in the basal ganglia. This dopaminergic path-
way is essential for maintaining normal muscle tone and
initiating voluntary movements (see Chapter 5). The
tuberoinfundibular system of dopaminergic neurons is lo-
cated entirely within the hypothalamus, with cell bodies in
the arcuate nucleus and periventricular nuclei and terminals
in the median eminence on the ventral surface of the hypo-
thalamus. The tuberoinfundibular system is responsible for
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ability was controlled almost exclusively by the left hemi-
sphere. Thus, if an object was presented to the left brain
via any of the sensory systems, the subject could readily
identify it by the spoken word. However, if the object was
presented to the right hemisphere, the subject could not
find words to identify it. This was not due to an inability of
the right hemisphere to perceive the object, as the subject
could easily identify it among other choices by nonverbal
means, such as feeling it while blindfolded. From these
and other tests it became clear that the right hemisphere
was mute; it could not produce language.

In accordance with these findings, anatomic studies
show that areas in the temporal lobe concerned with lan-
guage ability, including Wernicke’s area, are anatomically
larger in the left hemisphere than in the right in a majority
of humans, and this is seen even prenatally. Corroborative
evidence of language ability in the left hemisphere is
shown in persons who have had a stroke, where aphasias
are most severe if the damage is on the left side of the
brain. Analysis of people who are deaf who communicated
by sign language prior to a stroke has shown that sign lan-
guage is also a left-hemisphere function. These patients
show the same kinds of grammatical and syntactical errors
in their signing following a left-hemisphere stroke as do
speakers.

In addition to language ability, the left hemisphere ex-
cels in mathematical ability, symbolic thinking, and se-
quential logic. The right hemisphere, on the other hand, ex-
cels in visuospatial ability, such as three-dimensional
constructions with blocks and drawing maps, and in musi-
cal sense, artistic sense, and other higher functions that
computers seem less capable of emulating. The right brain
exhibits some ability in language and calculation, but at the
level of children ages 5 to 7. It has been postulated that both
sides of the brain are capable of all of these functions in
early childhood, but the larger size of the language area in
the left temporal lobe favors development of that side dur-
ing language acquisition, resulting in nearly total special-
ization for language on the left side for the rest of one’s life.

the secretion of hypothalamic releasing factors into a por-
tal system that carries them through the pituitary stalk into
the anterior pituitary lobe (see Chapter 32).

The mesolimbic/mesocortical system of dopaminergic
neurons originates in the ventral tegmental area of the mid-
brain region of the brainstem and innervates most struc-
tures of the limbic system (olfactory tubercles, septal nu-
clei, amygdala, nucleus accumbens) and limbic cortex
(frontal and cingulate cortices). This dopaminergic system
plays an important role in motivation and drive. For exam-
ple, dopaminergic sites in the limbic system, particularly
the more ventral structures such as the septal nuclei and nu-
cleus accumbens, are associated with the brain's reward
system. Drugs that increase dopaminergic transmission,
such as cocaine, which inhibits dopamine reuptake, and
amphetamine, which promotes dopamine release and in-
hibits its reuptake, lead to repeated administration and
abuse presumably because they stimulate the brain's reward
system. The mesolimbic/mesocortical dopaminergic sys-
tem is also the site of action of neuroleptic drugs, which
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are used to treat schizophrenia (discussed later) and other
psychotic conditions.

Noradrenergic neurons (containing norepinephrine)
are located in cell groups in the medulla and pons (Fig.
7.12). The medullary cell groups project to the spinal cord,
where they influence cardiovascular regulation and other
autonomic functions. Cell groups in the pons include the
lateral system, which innervates the basal forebrain and hy-
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FIGURE 7.10 The main circuit of the limbic system.
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(Modified from Truex RC, Carpenter MB. Strong
and Elwyn's Human Neuroanatomy. 5th Ed. Balti-
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pothalamus, and the locus ceruleus, which sends efferent
fibers to nearly all parts of the CNS.

Noradrenergic neurons innervate all parts of the limbic
system and the cerebral cortex, where they play a major
role in setting mood (sustained emotional state) and affect
(the emotion itself; e.g., euphoria, depression, anxiety).
Drugs that alter noradrenergic transmission have profound
effects on mood and affect. For example, reserpine, which
depletes brain norepinephrine (NE), induces a state of de-
pression. Drugs that enhance NE availability, such as
monoamine oxidase inhibitors (MAQOIs) and inhibitors of
reuptake, reverse this depression. Amphetamines and co-
caine have effects on boosting noradrenergic transmission
similar to those described for dopaminergic transmission;
they inhibit reuptake and/or promote the release of norepi-
nephrine. Increased noradrenergic transmission results in
an elevation of mood, which further contributes to the po-
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Heimer L. The Human Brain and Spinal Cord. New York:
Springer-Verlag, 1983.)



CHAPTER 7

Frontal
cortex

Locus ceruleus

To spinal cord

FIGURE 7.12 The origins and proiection.s of five of seven
cell groups of noradrenergic neurons of the
brain. The depicted groups originate in the medulla and pons.

Among the latter, the locus ceruleus in the dorsal pons innervates

most parts of the CNS. (Modified from Heimer L. The Human
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tential for abusing such drugs, despite the depression that
follows when drug levels fall. Some of the unwanted conse-
quences of cocaine or amphetamine-like drugs reflect the
increased noradrenergic transmission, in both the periph-
ery and the CNS. This can result in a hypertensive crisis,
myocardial infarction, or stroke, in addition to marked
swings in affect, starting with euphoria and ending with
profound depression.

Serotonergic neurons also innervate most parts of the
CNS. Cell bodies of these neurons are located at the mid-
line of the brainstem (the raphe system) and in more later-
ally placed nuclei, extending from the caudal medulla to the
midbrain (Fig. 7.13). Serotonin plays a major role in the de-
fect underlying affective disorders (discussed later). Drugs

Frontal
cortex

To spinal cord

The origins and projections of the nine cell

groups of the serotonergic system of the
brain. The depicted groups originate in the caudal medulla, pons,
and midbrain and send projections to most regions of the brain.
(Modified from Heimer L. The Human Brain and Spinal Cord.
New York: Springer-Verlag, 1983.)
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that increase serotonin transmission are effective antide-
pressant agents.

The Brain’s Reward System. Experimental studies be-
ginning early in the last century demonstrated that stimu-
lating the limbic system or creating lesions in various parts
of the limbic system can alter emotional states. Most of our
knowledge comes from animal studies, but emotional feel-
ings are reported by humans when limbic structures are
stimulated during brain surgery. The brain has no pain sen-
sation when touched, and subjects awakened from anesthe-
sia during brain surgery have communicated changes in
emotional experience linked to electrical stimulation of
specific areas.

Electrical stimulation of various sites in the limbic sys-
tem produces either pleasurable (rewarding) or unpleasant
(aversive) feelings. To study these findings, researchers use
electrodes implanted in the brains of animals. When elec-
trodes are implanted in structures presumed to generate re-
warding feelings and the animals are allowed to deliver cur-
rent to the electrodes by pressing a bar, repeated and
prolonged self-stimulation is seen. Other needs—such as
food, water, and sleep—are neglected. The sites that pro-
voke the highest rates of electrical self-stimulation are in
the ventral limbic areas, including the septal nuclei and nu-
cleus accumbens. Extensive studies of electrical self-stimu-
latory behavior indicate that dopaminergic neurons play a
major role in mediating reward. The nucleus accumbens is
thought to be the site of action of addictive drugs, includ-
ing opiates, alcohol, nicotine, cocaine, and amphetamine.

Aggression and the Limbic System. A fight-or-flight re-
sponse, including the autonomic components (see Chapter 6)
and postures of rage and aggression characteristic of fight-
ing behavior, can be elicited by electrical stimulation of
sites in the hypothalamus and amygdala. If the frontal cor-
tical connections to the limbic system are severed, rage
postures and aggressiveness become permanent, illustrating
the importance of the higher centers in restraining aggres-
sion and, presumably, in invoking it at appropriate times.
By contrast, bilateral removal of the amygdala results in a
placid animal that cannot be provoked.

Sexual Activity. The biological basis of human sexual ac-
tivity is poorly understood because of its complexity and be-
cause findings derived from nonhuman animal studies can-
not be extrapolated. The major reason for this limitation is
that the cerebral cortex, uniquely developed in the human
brain, plays a more important role in governing human sex-
ual activity than the instinctive or olfactory-driven behav-
iors in nonhuman primates and lower mammalian species.
Nevertheless, several parallels in human and nonhuman sex-
ual activities exist, indicating that the limbic system, in gen-
eral, coordinates sex drive and mating behavior, with higher
centers exerting more or less overriding influences.
Copulation in mammals is coordinated by reflexes of the
sacral spinal cord, including male penile erection and ejac-
ulation reflexes and engorgement of female erectile tissues,
as well as the muscular spasms of the orgasmic response.
Copulatory behaviors and postures can be elicited in ani-
mals by stimulating parts of the hypothalamus, olfactory
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system, and other limbic areas, resulting in mounting be-
havior in males and lordosis (arching the back and raising
the tail) in females. Ablation studies have shown that sexual
behavior also requires an intact connection of the limbic
system with the frontal cortex.

Olfactory cues are important in initiating mating activity
in seasonal breeders. Driven by the hypothalamus' endoge-
nous seasonal clock, the anterior and preoptic areas of the
hypothalamus initiate hormonal control of the gonads.
Hormonal release leads to the secretion of odorants
(pheromones) by the female reproductive tract, signaling
the onset of estrus and sexual receptivity to the male. The
odorant cues are powerful stimulants, acting at extremely
low concentrations to initiate mating behavior in males. The
olfactory system, by virtue of its direct connections with the
limbic system, facilitates the coordination of behavioral, en-
docrine, and autonomic responses involved in mating.

Although human and nonhuman primates are not sea-
sonal breeders (mating can occur on a continual basis), ves-
tiges of this pattern remain. These include the importance
of the olfactory and limbic systems and the role of the hy-
pothalamus in cyclic changes in female ovarian function
and the continuous regulation of male testicular function.
More important determinants of human sexual activity are
the higher cortical functions of learning and memory,
which serve to either reinforce or suppress the signals that
initiate sexual responding, including the sexual reflexes co-
ordinated by the sacral spinal cord.

Psychiatric Disorders Involve the Limbic System

The major psychiatric disorders, including affective disor-
ders and schizophrenia, are disabling diseases with a ge-
netic predisposition and no known cure. The biological
basis for these disorders remains obscure, particularly the
role of environmental influences on individuals with a ge-
netic predisposition to developing a disorder. Altered
states of the brain's monoaminergic systems have been a
major focus as possible underlying factors, based on ex-
tensive human studies in which neurochemical imbalances
in catecholamines, acetylcholine, and serotonin have been
observed. Another reason for focusing on the monoamin-
ergic systems is that the most effective drugs used in treat-
ing psychiatric disorders are agents that alter monoamin-
ergic transmission.

Affective Disorders. The affective disorders include ma-
jor depression, which can be so profound as to provoke sui-
cide, and bipolar disorder (or manic-depressive disorder),
in which periods of profound depression are followed by
periods of mania, in a cyclic pattern. Biochemical studies
indicate that depressed patients show decreased use of
brain NE. In manic periods, NE transmission increases.
Whether in depression or in mania, all patients seem to
have decreased brain serotonergic transmission, suggesting
that serotonin may exert an underlying permissive role in
abnormal mood swings, in contrast with norepinephrine,
whose transmission, in a sense, titrates the mood from
highest to lowest extremes.

The most effective treatments for depression, including
antidepressant drugs such as MAQOIs and selective serotonin

reuptake inhibitors (SSRIs) and electroconvulsive therapy,
have in common the ability to stimulate both noradrenergic
and serotonergic neurons serving the limbic system. A ther-
apeutic response to these treatments ensues only after treat-
ment is repeated over time. Similarly, when treatment stops,
symptoms may not reappear for several weeks. This time lag
in treatment response is presumably due to alterations in the
long-term regulation of receptor and second messenger sys-
tems in relevant regions of the brain.

The most effective long-term treatment for mania is
lithium, although antipsychotic (neuroleptic) drugs, which
block dopamine receptors, are effective in the acute treat-
ment of mania. The therapeutic actions of lithium remain
unknown, but the drug has an important action on a recep-
tor-mediated second messenger system. Lithium interferes
with regeneration of phosphatidylinositol in neuronal
membranes by blocking the hydrolysis of inositol-1-phos-
phate. Depletion of phosphatidylinositol in the membrane
renders it incapable of responding to receptors that use this
second messenger system.

Schizophrenia. Schizophrenia is the collective name for
a group of psychotic disorders that vary greatly in symp-
toms among individuals. The features most commonly ob-
served are thought disorder, inappropriate emotional re-
sponse, and auditory hallucinations. While the biochemical
imbalance resulting in schizophrenia is poorly understood,
the most troubling symptoms of schizophrenia are amelio-
rated by neuroleptic drugs, which block dopamine recep-
tors in the limbic system.

Current research is focused on finding the subtype of
dopamine receptor that mediates mesocortical/mesolimbic
dopaminergic transmission but does not affect the nigrostri-
atal system, which controls motor function (see Fig. 7.12). So
far, neuroleptic drugs that block one pathway almost always
block the other as well, leading to unwanted neurological
side effects, including abnormal involuntary movements (tar-
dive dyskinesia) after long-term treatment or parkinsonism
in the short term. Similarly, some patients with Parkinson’s
disease who receive L-DOPA to augment dopaminergic
transmission in the nigrostriatal pathway must be taken off
the medication because they develop psychosis.

Memory and Learning Require the
Cerebral Cortex and Limbic System

Memory and learning are inextricably linked because part
of the learning process involves the assimilation of new in-
formation and its commitment to memory. The most likely
sites of learning in the human brain are the large association
areas of the cerebral cortex, in coordination with subcorti-
cal structures deep in the temporal lobe, including the hip-
pocampus and amygdala. The association areas draw on
sensory information received from the primary visual, audi-
tory, somatic sensory, and olfactory cortices and on emo-
tional feelings transmitted via the limbic system. This in-
formation is integrated with previously learned skills and
stored memory, which presumably also reside in the asso-
ciation areas.

The learning process itself is poorly understood, but it
can be studied experimentally at the synaptic level in iso-
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lated slices of mammalian brain or in more simple inver-
tebrate nervous systems. Synapses subjected to repeated
presynaptic neuronal stimulation show changes in the
excitability of postsynaptic neurons. These changes in-
clude the facilitation of neuronal firing, altered patterns
of neurotransmitter release, second messenger formation,
and, in intact organisms, evidence that learning occurred.
The phenomenon of increased excitability and altered
chemical state on repeated synaptic stimulation is known
as long-term potentiation, a persistence beyond the ces-
sation of electrical stimulation, as is expected of learning
and memory. An early event in long-term potentiation is
a series of protein phosphorylations induced by receptor-
activated second messengers and leading to activation of
a host of intracellular proteins and altered excitability. In
addition to biochemical changes in synaptic efficacy as-
sociated with learning at the cellular level, structural al-
terations occur. The number of connections between sets
of neurons increases as a result of experience.

Much of our knowledge about human memory forma-
tion and retrieval is based on studies of patients in whom
stroke, brain injury, or surgery resulted in memory dis-
orders. Such knowledge is then examined in more rigor-
ous experiments in nonhuman primates capable of cog-
nitive functions. From these combined approaches, we
know that the prefrontal cortex is essential for coordi-
nating the formation of memory, starting from a learning
experience in the cerebral cortex, then processing the
information and communicating it to the subcortical
limbic structures. The prefrontal cortex receives sensory
input from the parietal, occipital, and temporal lobes
and emotional input from the limbic system. Drawing on
skills such as language and mathematical ability, the pre-
frontal cortex integrates these inputs in light of previ-
ously acquired learning. The prefrontal cortex can thus
be considered the site of working memory, where new
experiences are processed, as opposed to sites that con-
solidate the memory and store it. The processed infor-
mation is then transmitted to the hippocampus, where it
is consolidated over several hours into a more permanent
form that is stored in, and can be retrieved from, the as-
sociation cortices.

Declarative and Procedural Memory. A remarkable
finding from studies of surgical patients who had bilateral
resections of the medial temporal lobe is that there are
two fundamentally different memory systems in the brain.
Declarative memory refers to memory of events and facts
and the ability to consciously access them. Patients with
bilateral medial temporal lobectomies lose their ability to
form any new declarative memories. However, they retain
their ability to learn and remember new skills and proce-
dures. This type of memory is called procedural memory
and involves several different regions of the brain, de-
pending on the type of procedure. In contrast to declara-
tive memory, structures in the medial temporal lobe are
not involved in procedural memory. Learning and re-
membering new motor skills and habits requires the stria-
tum, motor areas of the cortex, and the cerebellum. Emo-
tional associations require the amygdala. Conditioned
reflexes require the cerebellum.
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An early demonstration of the dichotomy between de-
clarative and procedural memory came from studies by Dr.
Brenda Milner on a patient of Dr. Wilder Penfield in the
mid-1950s. This patient (H.M.) had received a bilateral
medial temporal lobectomy to treat severe epilepsy and,
since that time, has been unable to form any new declara-
tive memories. This deficit is called anterograde amnesia.
Dr. Milner was quite surprised to learn that H.M. could
learn a relatively difficult mirror-drawing task, in which
(like anyone else) he got better with repeated trials and re-
tained the skill over time. However, he could not remem-
ber ever having done the task before.

Short-Term Memory. Declarative memory can be di-
vided into that which can be recalled for only a brief period
(seconds to minutes), and that which can be recalled for
weeks to years. Newly acquired learning experiences can be
readily recalled for only a few minutes or more using short-
term memory. An example of short-term memory is look-
ing up a telephone number, repeating it mentally until you
finish dialing the number, then promptly forgetting it as
you focus your attention on starting the conversation.
Short-term memory is a product of working memory; the
decision to process information further for permanent stor-
age is based on judgment as to its importance or on whether
it is associated with a significant event or emotional state.
An active process involving the hippocampus must be em-
ployed to make a memory more permanent.

Long-Term Memory. The conversion of short-term to
long-term memory is facilitated by repetition, by adding
more than one sensory modality to learn the new experience
(e.g., writing down a newly acquired fact at the same time
one hears it spoken) and, even more effective, by tying the
experience (through the limbic system) to a strong, mean-
ingful emotional context. The role of the hippocampus in
consolidating the memory is reinforced by its participation
in generating the emotional state with which the new expe-
rience is associated. As determined by studying patients
such as H.M., the most important regions of the medial tem-
poral lobe for long-term declarative memory formation are
the hippocampus and parahippocampal cortex.

Once a long-term memory is formed, the hippocampus
is not required for subsequent retrieval of the memory.
Thus, H.M. showed no evidence of a loss of memories laid
down prior to surgery; this type of memory loss is known as
retrograde amnesia. Nor was there loss of intellectual ca-
pacity, mathematical skills, or other cognitive functions.
An extreme example of H.M.'s memory loss is that Dr. Mil-
ner, who worked with him for years, had to introduce her-
self to her patient every time they met, even though he
could readily remember people and events that had oc-
curred before his surgery.

Cholinergic Innervation. The primacy of the hip-
pocampus and its connections with the base of the fore-
brain for memory formation implicates acetylcholine as a
major transmitter in cognitive function and learning and
memory. The basal forebrain region contains prominent
populations of cholinergic neurons that project to the
hippocampus and to all regions of the cerebral cortex
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The origins and projections of major

cholinergic neurons. Cholinergic neurons in
the basal forebrain nuclei innervate all regions of the cerebral cor-
tex. Cholinergic neurons in the brainstem's pedunculopontine nu-
cleus provide a major input to the thalamus and also innervate the
brainstem and spinal cord. Cholinergic interneurons are found in
the basal ganglia. Not shown are peripherally projecting neurons,
the somatic motor neurons, and autonomic preganglionic neu-
rons, which also are cholinergic.

(Fig. 7.14). These cholinergic neurons are known gener-
ically as basal forebrain nuclei and include the septal nu-
clei, the nucleus basalis, and the nucleus accumbens. An-
other major cholinergic projection derives from a region
of the brainstem reticular formation known as the pe-
dunculopontine nucleus, which projects to the thala-
mus, spinal cord, and other regions of the brainstem.
Roughly 90% of brainstem inputs to all nuclei of the thal-
amus are cholinergic.

CLINICAL FOCUS BOX 7.2

Alzheimer’s Disease

Alzheimer’s disease (AD) is the most common cause of
dementia in older adults. The cause of the disease still is
unknown and there is no cure. In 1999, an estimated 4 mil-
lion people in the United States suffered from AD. While
the disease usually begins after age 65, and risk of AD goes
up with age, it is important to note that AD is not a normal
part of aging. The aging of the baby boom population has
made AD one of the fastest growing diseases; estimates
indicate that by the year 2040, some 14 million people in
the United States will suffer from AD.

Cognitive deficits are the primary symptoms of AD.
Early on, there is mild memory impairment; as the disease
progresses, memory problems increase and difficulties
with language are generally observed, including word-
finding problems and decreased verbal fluency. Many pa-
tients also exhibit difficulty with visuospatial tasks. Per-
sonality changes are common, and patients become
disoriented as the memory problems worsen. A progres-

Cortical cholinergic connections are thought to control
selective attention, a function congruent with the choliner-
gic brainstem projections through the ascending reticular
activating system. Loss of cholinergic function is associated
with dementia, an impairment of memory, abstract think-
ing, and judgment (see Clinical Focus Box 7.2). Other
cholinergic neurons include motor neurons and autonomic
preganglionic neurons, as well as a major interneuronal
pool in the striatum.

Language and Speech Are Coordinated in
Specific Areas of Association Cortex

The ability to communicate by language, verbally and in
writing, is one of the most difficult cognitive functions to
study because only humans are capable of these skills.
Thus, our knowledge of language processing in the brain
has been inferred from clinical data by studying patients
with aphasias—disturbances in producing or understand-
ing the meaning of words—following brain injury, surgery,
or other damage to the cerebral cortex.

Two areas appear to play an important role in language
and speech: Wernicke's area, in the upper temporal lobe,
and Broca's area, in the frontal lobe (Fig. 7.15). Both of
these areas are located in association cortex, adjacent to
cortical areas that are essential in language communica-
tion. Wernicke's area is in the parietal-temporal-occipital
association cortex, a major association area for processing
sensory information from the somatic sensory, visual, and
auditory cortices. Broca's area is in the prefrontal associ-
ation cortex, adjacent to the portion of the motor cortex
that regulates movement of the muscles of the mouth,
tongue, and throat (i.e., the structures used in the me-
chanical production of speech). A fiber tract, the arcuate
fasciculus, connects Wernicke's area with Broca's area to

sive deterioration of function follows and, at late stages,
the patient is bedridden, nearly mute, unresponsive, and
incontinent. A definitive diagnosis of AD is not possible un-
til autopsy, but the constellation of symptoms and disease
progression allows a reasonably certain diagnosis.

Gross pathology consistent with AD is mild to severe
cortical atrophy (depending on age of onset and death).
Microscopic pathology indicates two classic signs of the
disease even at the earliest stages: the presence of senile
plaques (SPs) and neurofibrillary tangles (NFTs). As the
disease progresses, synaptic and neuronal loss or atrophy
and an increase in SPs and NFTs occur.

While many neurotransmitter systems are implicated
in AD, the most consistent pathology is the loss or atro-
phy of cholinergic neurons in the basal forebrain. Med-
ications that ameliorate the cognitive symptoms of AD
are cholinergic function enhancers. These observations
emphasize the importance of cholinergic systems in cog-
nitive function.
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coordinate aspects of understanding and executing speech
and language skills.

Clinical evidence indicates that Wernicke's area is es-
sential for the comprehension, recognition, and construc-
tion of words and language, whereas Broca's area is essen-
tial for the mechanical production of speech. Patients with
a defect in Broca's area show evidence of comprehending a
spoken or written word but they are not able to say the
word. In contrast, patients with damage in Wernicke's area
can produce speech, but the words they put together have
little meaning.

Language is a highly lateralized function of the brain
residing in the left hemisphere (see Clinical Focus Box
7.1). This dominance is observed in left-handed as well as
right-handed individuals. Moreover, it is language that is
lateralized, not the reception or production of speech.
Thus native signers (individuals who use sign language)
that have been deaf since birth still show left-hemisphere
language function.

REVIEW QUESTIONS

DIRECTIONS: Each of the numbered
items or incomplete statements in this
section is followed by answers or by
completions of the statement. Select the

ONE lettered answer or completion that is

BEST in each case.

1. An EEG technician can look at an
electroencephalogram and tell that the
subject was awake, but relaxed with
eyes closed, during generation of the
recording. She can tell this because the
EEG recording exhibits
(A) Alpha rhythm
(B) Beta rhythm
(C) Theta rhythm
(D) Delta rhythm
(E) Variable rhythm

2. A patient's wife complains that, several
times during the last few weeks, her
husband struck her as he flailed around
violently during sleep. The husband
indicates that when he wakes up
during one of these sessions, he has
been dreaming. What is the likely
cause of his problem?

(A) Increased muscle tone during stage
4 sleep

(B) Increased drive to the motor cortex
during REM sleep

(C) Lack of behavioral inhibition by
the prefrontal cortex during sleep

(D) Lack of abolished muscle tone
during REM sleep

(E) Abnormal functioning of the
amygdala during paradoxical sleep

3. The hormone secreted by the pineal
gland under control of the
suprachiasmatic nucleus is

A) Adrenaline

B) Leptin

C) Melanocyte-stimulating hormone

D) Melatonin
(E) Vasopressin

4. The basal forebrain nuclei and the
pedunculopontine nuclei are similar in
that neurons within them
(A) Are major inputs to the striatum
(B) Receive innervation from the
cingulate gyrus
(C) Process information related to
language construction
(D) Utilize acetylcholine as their
neurotransmitter
(E) Are atrophied in patients with
schizophrenia

5. A scientist develops a reagent that
allows identification of leptin-sensing
neurons in the CNS. The reagent is a
fluorescent compound that binds to
the plasma membrane of cells that
sense leptin. Application of this
reagent to sections of the brain would
result in fluorescent staining located in
the
(A) Arcuate nucleus of the
hypothalamus
(B) Mammillary nuclei of the
hypothalamus
(C) Paraventricular nucleus of the
hypothalamus
(D) Preoptic nucleus of the
hypothalamus
(E) Ventromedial nucleus of the
thalamus

6. The hypothalamus receives cues
concerning the cycle of sunlight and
darkness in a 24-hour day. Following

(
(
(
(

removal of a tumor and concomitant
destruction of surrounding tissue, a
patient's hypothalamus no longer
received this information. The most
likely location of this tumor was in
(A) The body's internal clock

(B) A direct neural pathway from the
optic nerve to the suprachiasmatic
nucleus

(C) The reticular formation

(D) A projection from the occipital
lobe of the cerebral cortex to the
hypothalamus

(E) The pineal gland

. Posterior pituitary hormone secretion

is mediated by

(A) A portal capillary system from the
hypothalamus to the posterior pituitary
(B) The fight-or-flight response

(C) The hypothalamo-hypophyseal
tract originating from magnocellular
neurons in the supraoptic and
paraventricular nuclei

(D) The reticular activating system'’s
input to the hypothalamus

(E) The emotional state (i.e., mood and
affect)

. Language and speech require the

participation of both Wernicke's area
and Broca's area. These two regions of
the brain communicate with each other
via a fiber bundle called

(A) The thalamocortical tract

(B) The reticular activating system

(C) The prefrontal lobe

(D) The fornix

(E) The arcuate fasciculus

. A chemist is trying to produce a new

neuroleptic drug. To be an effective

(continued)



134

PART Il NEUROPHYSIOLOGY

neuroleptic, the new compound must
target

(A) Acetylcholine receptors

(B) Dopamine receptors

(C) Neuropeptide Y receptors

(D) Norepinephrine receptors

(E) Serotonin receptors

10.A patient suffered a stroke that
destroyed the intralaminar nuclei of
the thalamus. The location of the
stroke was confirmed by magnetic
resonance imaging of the brain;
however, an indication that the stroke
affected these nuclei was provided
prior to imaging by an alteration in
arousal in the patient. Which of the
following alterations in arousal is most
likely following destruction of these
nuclei?

(A) Loss of consciousness

(B) Increased time spent in beta
rhythm

(C) Increased attention to specific
sensory inputs

(D) Alterations in paradoxical, but not
slow-wave sleep

(E) Alteration in the period of the
biological clock

.A blindfolded subject is asked to
verbally identify a common object
presented to her left hand. She is not
allowed to touch the object with her
right hand. Which of the following
structures must be intact for her to
complete this task?

(A) The primary somatic sensory
cortex on the left side of her brain

(B) The primary visual cortex on the
right side of her brain

(C) The fornix

(D) The corpus callosum

(E) The hippocampus

12.A viral infection causes damage to both
hippocampi in a patient. This damage
would cause the patient to exhibit
functional deficits in

—_

(A) Recalling an old declarative
memory

(B) Recalling an old procedural
memory

(C) Forming a new short-term memory
(D) Forming a new long-term memory
(E) Forming a new procedural memory

.An older gentleman is brought to the

emergency department (ED) by his
daughter. She had gone to his house
for lunch, which she did on a daily
basis. During her visit that day, she
was alarmed because his speech did not
make sense to her even though he
talked a lot and the words themselves
were clear. The physician in the ED
informed the daughter that her father
had most likely suffered a stroke that
damaged

(A) Broca's area

(B) The corpus callosum

(C) The hippocampus

(D) The arcuate fasciculus

(E) Wernicke's area

.A woman agreed to visit her physician

because her husband was very worried
about her behavior. She told the
doctor she felt great and that she was
going to run for governor of the state
because she was smarter than the
current governor and people would
immediately agree to her plans. Her
husband said she had been sleeping
very little the last several days and had
spent several thousand dollars in a
shopping spree the day before. This
was not typical behavior and had
significantly affected their ability to
meet their obligations for household
expenses. The physician indicated a
diagnosis of mania and started her on a
course of a drug that would decrease
neurotransmission in

(A) Cholinergic pathways

(B) Dopaminergic pathways

(C) Glutaminergic pathways

CASE STUDIES FOR

(D) Noradrenergic pathways
(E) Serotonergic pathways

15.Persons with mild cognitive
impairments who smoke may
experience a worsening of symptoms if
they stop smoking. This worsening of
symptoms is because nicotine acts as
an agonist for receptors of a particular
neurotransmitter. That
neurotransmitter is
(A) Acetylcholine
(B) Dopamine
(C) Neuropeptide Y
(D) Nitric oxide
(E) Serotonin
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CASE STUDY FOR CHAPTER 4

Dizziness

A 35-year-old man consulted his family physician be-
cause of some recent episodes of what he described as
dizziness. He was concerned that this complaint might be
related to a fall from a stepladder that had occurred the
previous month, although his symptoms did not begin
immediately after the incident. At the time of his visit to
the doctor, his symptoms are minimal, and he appears to
be in good general health. He states that the feeling of
dizziness, which also included sensations of nausea
(without vomiting) and “ringing in the ears,” make him
feel as though his surroundings were spinning around
him. The episodes, which could last for several days at a
time, are quite annoying and sufficiently severe to cause
him concern for his safety on the job. When questioned,

he indicates that he also may not be hearing as well as he
should, but at other times he does not notice any hearing
problems. He further indicates that he may have had oc-
casional dizzy spells before the ladder incident, but that
they now appear to be much more frequent. The only
medication he takes is aspirin for an occasional
headache. He has no difficulty in following a moving fin-
ger with his head held stationary, and on the day of the
visit he walks with a normal gait. He reports no light-
headedness with moderate and continued exertion.
Gentle irrigation of his external ear canals with warm
water (at approximately 39°C) produces a feeling of dizzi-
ness and nausea accompanied by nystagmus. The sub-
jective sensations appeared to be the same for each ear.
He is further evaluated with the Dix-Hallpike maneuver,
and no sensations of vertigo are elicited during the posi-
tional maneuvers. However, when he is rapidly rotated

(continued)
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in a swivel chair, he reports dizziness that was more se-
vere than his usual symptoms. Rotation in the opposite
direction produced similar symptoms. His physician ad-
vises him that there may be some appropriate specific
medications for his condition, but he would first like him
to try a salt-restricted diet for the next 4 weeks. He also
prescribes a mild diuretic.

Upon his return visit 4 weeks later, the patient reports
a gradual lessening of the frequency and duration of his
spells of dizziness and accompanying symptoms.

Questions

1.

What features of this case would indicate that trauma from
the stepladder incident was not the precipitating cause of
the symptoms?

. What factors would tend to rule out a diagnosis of benign

paroxysmal positional vertigo?

. Would the use of water at body temperature yield the same

diagnostic information as warmer or cooler water?

. Is the patient’s lack of light-headedness with moderate exer-

cise relevant to the diagnosis of this problem?

. Is it likely that the sensations produced by rapid rotation are

mimicking those produced by his underlying disorder?

. What is the purpose of the salt-restricted diet and diuretic

therapy? Why was this tried before prescribing medication
for his problem?

Answers to Case Study Questions for Chapter 4

1.

Several features of this case suggest that trauma from the
stepladder incident was not the precipitating cause. The
caloric stimulation test and the rotation in the swivel chair
indicate that his vestibular function is bilaterally symmetri-
cal and of normal sensitivity. A defect arising from trauma
would likely be localized to the injured side. His uncertainty
of the timing of the onset of the symptoms indicates that
the problem may have preceded the accident (and, perhaps,
led to it), and the lack of immediate appearance of symp-
toms also tends to rule out trauma.

. The relatively young age of the patient and the negative

findings from the Dix-Hallpike test argue against positional
vertigo and lend support to a tentative diagnosis of
Méniere’s disease, as would the presence of tinnitus and
the fluctuating hearing loss. The patient’s positive response
to salt restriction and diuretic therapy is also indicative of
this syndrome. (See answer to Question 6.)

. The purpose of the application of water is to provide a ther-

mal stimulus that will heat or cool the endolymph in the
semicircular canals and cause convection currents that
would stimulate the ampullae. Use of water at body temper-
ature would not produce this effect, and no symptoms
would be elicited. Warmer or cooler water would each pro-
duce symptoms of vertigo.

. This observation tends to rule out cerebral ischemia as a re-

sult of circulatory (vascular) or heart problems, factors that
would also be more likely in an older patient.

. The symptoms produced by the rotation are severe because

of the simultaneous involvement of both sets of vestibular
apparatus and the resulting heavy neural input, which is
likely to be greater than that produced by his underlying
condition.

. The use of salt restriction and diuretics would reduce the

overall hydration state of his body and tend to reduce ab-
normal pressure within the labyrinthine system. The use of
antimotion sickness drugs would interfere with the natural
neural compensation that would, it is hoped, reduce the
severity of the symptoms with time.
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CASE STUDY FOR CHAPTER 5

Upper Motor Neuron Lesion

A 50-year-old man comes for evaluation of persistent dif-
ficulty using his right arm and leg. The patient was well
until one month previously when he had abrupt onset of
weakness on the right side of his body while watching a
television show. He was taken to the hospital by ambu-
lance within one hour of onset of symptoms. The initial
evaluation in the hospital emergency department shows
elevated blood pressure with values of 200 mm Hg sys-
tolic and 150 mm Hg diastolic. The right arm and leg are
severely weak. Activity of the myotatic reflexes on the
right side is very reduced in comparison with the left
side, where they are normal. Right side limb movements
are slightly improved by 12 hours after onset, but are
still moderately impaired on the fourth hospital day.

A magnetic resonance imaging study (MRI) of the
brain performed on the second day of hospitalization
shows a stroke involving the left cerebral hemisphere in
the region of the internal capsule. The blood pressure re-
mains elevated, and medication to lower it is begun dur-
ing the hospital stay. The patient is transferred to a reha-
bilitation hospital on the fourth day for extensive
physical therapy to assist further recovery of neurologi-
cal function.

At follow-up examination one month after onset of
the stroke, the blood pressure remains normal on the
medication that was started in the hospital. Neurological
examination demonstrates mild weakness of the right
arm and leg. There is still a slight but obvious delay be-
tween asking the patient to move those limbs and the
movement actually beginning. Passive movement of the
right arm and leg by the physician provokes involuntary
contraction of the muscles in those limbs that seem to
counteract the attempted movement. Right side myotatic
reflexes are very hyperactive compared with those ob-
tained on the left. When the skin over the lateral plantar
area of the right foot is stroked, the first toe extends in-
voluntarily. When this maneuver is performed on the
left, the toes flex.

Questions

1.

2.

Explain the neurophysiology of the muscular weakness,
slowness of movement initiation, increased muscle resist-
ance to passive movement, and overactive myotatic re-
flexes on the right side one month after stroke onset.
Explain why the toes extend on the right side and flex on
the left in response to plantar stimulation.

Answers to Case Study Questions for Chapter 5

1.

The motor pathways that descend to the spinal cord from
higher CNS levels initiate voluntary muscle action and
also regulate the sensitivity of the muscle stretch (my-
otatic) reflex. Impairment of corticospinal tract input to
the alpha motor neuron pools results in weakness and
slowness of initiation of voluntary movement. The corti-
cospinal tract deficit also produces an increased sensitiv-
ity of the spinal reflex pathways, resulting in overly vigor-
ous muscle stretch reflexes. Muscle tone, the normal
slight resistance to passive movement that is detectable in
a relaxed muscle, becomes greatly increased and demon-
strates a pattern that is called spasticity. Spastic tone is
most evident in the flexor muscles of the arm and the ex-
tensor muscles of the leg.

. The extensor movement of the first toe in response to

stroking the plantar aspect of the foot, termed Babinski
sign, is thought to occur because of modification of flexor
withdrawal reflexes secondary to the impaired input of the
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corticospinal tract. The normal response is for the toes to
flex when the plantar surface is stimulated.

The neurophysiological details of how the deficit in
corticospinal input actually produces these commonly
encountered abnormalities in muscle tone and reflex
patterns are still not well understood. A current theory is
that the disturbance of central control reduces the
threshold of the stretch reflex but does not alter its gain.
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CASE STUDY FOR CHAPTER 6

Autonomic Dysfunction as a Result of CNS Disease

A 30-year-old patient came to the hospital emergency
department because of a terrible headache that began
several hours ago and did not improve. Previously he
had experienced only mild, infrequent tension
headaches associated with stressful days. Because of the
intensity of this new headache, he is treated with in-
jectable analgesics and is admitted to the hospital for
further observation.

During the next several hours, the patient’s level of
consciousness declines to the point of responding only
to painful stimuli. An emergency computed tomography
(CT) scan of the brain demonstrates the presence of
blood diffusely in the subarachnoid space. The source of
the blood is thought to be a ruptured cerebral artery
aneurysm.

During the next 24 hours, the patient’s ECG begins to
show abnormalities consisting of both tachycardia and
changes in the configuration of the waves suggestive of
a heart attack. The patient has no risk factors for prema-
ture cardiac disease. A cardiology consultation is re-
quested.

Questions

1. What is the explanation for the cardiac abnormalities in this
situation?

2. Describe two other scenarios in which there are prominent
manifestations of autonomic activation produced by abnor-
malities in the central nervous system.

Answers to Case Study Questions for Chapter 6

1. The consulting cardiologist reviewed the situation and
stated that the ECG abnormalities were all a result of sub-
arachnoid blood and that an adrenergic antagonist medica-
tion should be administered.

Blood released into the subarachnoid space by rup-
ture of blood vessels or direct trauma to the brain can
stimulate excessive activity of the sympathetic nervous
system. Although a full explanation is still lacking, it is
postulated that the subarachnoid blood irritates the hy-
pothalamus and autonomic regulatory areas in the
medulla, resulting in excessive activation of the sympa-
thetic pathways. This activation causes the secretion of
norepinephrine from sympathetic nerve endings and epi-
nephrine by the adrenal medulla. Direct stimulation of
the sympathetic pathways that supply the heart can pro-
duce the same ECG abnormalities in experimental ani-
mals as were found in this patient. The heightened re-
lease of norepinephrine and epinephrine stimulates the
cardiac conducting system and may also produce direct
damage of the myocardium. Treatment with medications
that attenuate the effects of sympathetic neurotransmit-
ters can be lifesaving.

2. The Cushing response (described by famous neurosurgeon
Harvey Cushing) consists of the development of hyperten-
sion, bradycardia, and apnea in patients with increased in-
tracranial pressure most often a result of tumors or other le-
sions, such as hemorrhage, that compress the brain. The
pressure is transmitted downward to the brainstem and dis-
torts the medulla, where the centers for blood pressure,
heart rate, and respiratory drive originate. Correct interpre-
tation of these abnormalities in vital signs permits begin-
ning treatments that reduce intracranial pressure. These in-
clude elevating the head of the bed, placing the patient on
an artificial respirator, and then instituting hyperventilation
to lower the blood Pco, to produce cerebral vasoconstric-
tion and giving mannitol to reduce the fluid content of the
brain temporarily.

Another autonomic reaction from the CNS that is uti-
lized daily in hospitals is the response of fetal heart rate
to compression of the head during labor. During uterine
contractions, the fetal head is temporarily compressed.
As the fetal skull is still malleable because the bones of
the cranium are not yet fused, the pressure of the con-
traction is transmitted to the brain. The same mecha-
nism of cardiac slowing as cited for the Cushing re-
sponse is presumed to cause the temporary bradycardia.
Slowing of greater than established normal limits indi-
cates the fetus is suffering significant physiological dis-
tress. Additional factors, such as umbilical cord com-
pression, may also produce patterns of slowing outside
of the normal range.
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CASE STUDY FOR CHAPTER 7

Stroke

A 67-year-old man was taken to see his physician by his
wife. For the preceding 2 days, the patient’s wife had no-
ticed that he did not seem to make sense when he spoke.
She also indicated that he seemed a little disoriented
and did not respond appropriately to her questions. He
has no obvious motor or somatic sensory deficits.

On examination, the physician concludes that the
man had a stroke in a region of one of his cerebral hemi-
spheres. As part of the diagnosis, the physician tests the
man'’s visual fields and notices a decreased awareness
of stimuli presented to one visual field.

Questions

1. Which side of the brain most likely suffered the stroke?

2. Which regions of the hemisphere suffered the stroke?

3. What information from the case history gives the answers
to questions 1 and 2?

4. Which visual field is affected by the stroke?

Answers to Case Study Questions for Chapter 7

1. The stroke occurred on the left side of the brain.

2. The stroke involved the superior posterior temporal lobe en-
compassing Wernicke’s area and the occipital lobe encom-
passing the primary visual cortex.

3. Language deficits indicate involvement of the left hemi-
sphere. The fluent but nonsensical speech indicates involve-
ment of Wernicke’'s area. The visual field deficit indicates a
loss in the visual cortex. The lack of motor or somatic sen-
sory deficits excludes the posterior frontal and anterior pari-
etal lobes.

4. The right visual field would be affected, because visual
fields are represented in the contralateral hemispheres.
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® THE ROLES OF MUSCLE
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u THE ACTIVATION AND INTERNAL CONTROL OF
MUSCLE FUNCTION

m ENERGY SOURCES FOR MUSCLE CONTRACTION

KEY CONCEPTS

. Muscle is classified into three categories, based on 9. Changes in the length of a skeletal muscle result in
anatomic location, histological structure, and mode of con- changes in the degree of overlap of the myofilaments.
trol. The categories may overlap. 10. The crossbridge cycle is a series of chemical reactions that

. Skeletal (striated) muscle is used for voluntary movement transform the energy stored in ATP into mechanical energy
of the skeleton. that produces muscle contraction.

. Smooth muscle controls and aids the function of visceral 11. ATP has two functions in the crossbridge cycle: to provide
organs. the energy for contraction, and to allow the myosin cross-

. Cardiac muscle provides the motive power for circulation bridges to release from the actin filaments.
of the blood. 12. Overall muscle force and shortening occur as a result of

. The contractile proteins of muscle are arranged into two the cumulative effects of millions of crossbridges acting to
overlapping sets of myofilaments, one predominantly move myofilaments past one another.
myosin-containing (thick), and one predominantly actin- 13. Crossbridge interaction and the events of the crossbridge
containing (thin). cycle are regulated by the action of calcium ions, which are

. In skeletal and cardiac muscle, the myofilaments are stored in the sarcoplasmic reticulum when the muscle is at
arranged into sarcomeres, the fundamental organizational rest.
unit of the contractile machinery. 14. The release and uptake of calcium ions by the sarcoplas-

. Crossbridges are projections of myosin filaments that mic reticulum of skeletal muscle are controlled by the
make mechanical contact with actin filaments. membrane potential of the muscle fibers.

. The myofilament arrangement and crossbridge contacts in 15. The energy for muscle contraction is derived from both
smooth muscle occur without an organized sarcomere aerobic and anaerobic metabolism; muscle can adapt its
structure. function depending on the availability of oxygen.
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uscle tissue is responsible for most of our interactions

with the external world. These familiar functions in-
clude moving, speaking, and a host of other everyday ac-
tions. Less familiar, but no less important, are the internal
functions of muscle. It pumps our blood and regulates its
flow, it moves our food as it is being digested and causes the
expulsion of wastes, and it serves as a critical regulator of
numerous internal processes.

Muscle contraction is a cellular phenomenon. The
shortening of a whole muscle results from the shortening of
its individual cells, and the force a muscle produces is the
sum of forces produced by its cells. Activation of a whole
muscle involves activating its individual cells, and muscle
relaxation involves a return of the cells to their resting state.
The study of muscle function must, therefore, include an
investigation of the cellular processes that cause and regu-
late muscle contraction.

As the great variety of its functions might imply, muscle
is a highly diverse tissue. But in spite of its wide range of
anatomic and physiological specializations, there is an un-
derlying similarity in the way muscles are constructed and
in their mechanism of contraction. This chapter discusses
some fundamental aspects of muscle contraction expressed
in all types of muscle. Chapters 9 and 10 consider the im-
portant specializations of structure and function that be-
long to particular kinds of muscle.

THE ROLES OF MUSCLE

Different types of muscle fall naturally into categories that
are related to their anatomic and physiological properties.
Within each major category are subclassifications that fur-
ther specify differences among the muscle types. As with
any classification scheme, some exceptions are inevitable
and some categories overlap. For this reason, three sets of
criteria are commonly used.

Muscles Are Grouped in Three Major Categories

Muscles may be grouped according to

e Their location in relation to other body structures

e Their histological (tissue) structure

e The way their action is controlled

These classifications are not mutually exclusive.
Throughout the three chapters on muscle, the high-

lighted categories in Figure 8.1 will be the preferred usage.

The alternative categories are still useful, however, because

in some instances they express more precisely the special

attributes of a certain muscle type. The inconsistencies in

classification are likewise useful in describing the charac-

teristics of specific muscles.

Skeletal Muscle: Interactions With the External Environ-
ment. As its name implies, skeletal muscle is usually as-
sociated with bones of the skeleton. It is responsible for
large and forceful movements, such as those involved in
walking, running, and lifting heavy objects, as well as for
small and delicate movements that position the eyeballs or
allow the manipulation of tiny objects. Some skeletal mus-
cle is specialized for the long-term maintenance of tension;

Control mode Anatomic Histological
Skeletal
Cardiac
Visceral

@Classiﬁcation of types of muscles. The cate-
gories overlap in different ways, depending on

the criteria being used.

for example, muscles of the torso involved in maintaining
an upright posture can be active for many hours without
undue fatigue. Other skeletal muscles, such as those in the
upper arm, are better adapted for making rapid and forceful
movements, but these fatigue rather rapidly when required
to lift and hold heavy loads.

Whatever its specialization, skeletal muscle serves as the
link between the body and the external world. Much of this
interaction, such as walking or speaking, is under voluntary
control. Other actions, such as breathing or blinking the
eyelids, are largely automatic, although they can be con-
sciously suppressed for brief periods of time. All skeletal
muscle is externally controlled; it cannot contract without
a signal from the somatic nervous system.

Not all skeletal muscle is attached to the skeleton. The
human tongue, for example, is made of skeletal muscle that
does not move bones closer together. Among mammals,
perhaps the most striking example of this exception is the
trunk of the elephant, in which skeletal muscles are
arranged in a structure capable of great dexterity even
though no articulated bones are involved in its movement.

An important secondary function of skeletal muscle is
the production of body heat. This may be desirable, as
when one shivers to get warm. During heavy exercise, how-
ever, muscle contraction may be a source of excess heat
that must be eliminated from the body.

All skeletal muscle has a striated appearance when
viewed with a light microscope or an electron microscope
(Fig. 8.2). The regular and periodic pattern of the cross-stri-
ations of skeletal muscle relates closely to the way it func-
tions at a cellular level.

Smooth Muscle: Regulation of the Internal Environment.
Of the many processes regulating the internal state of the
human body, one of the most important is controlling the
movement of fluids through the visceral organs and the cir-
culatory system. Such regulation is the task of smooth mus-
cle. Smooth muscle also has many individual specializa-
tions that suit it well to particular tasks. Some smooth
muscle, such as that in sphincters, circular bands of muscle
that can stop flow in tubular organs, can remain contracted
for long periods while using its metabolic energy econom-
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ically. The muscle of the uterus, on the other hand, con-
tracts and relaxes rapidly and powerfully during birth but is
normally not very active during most of the rest of a
woman'’s life. The economical use of energy is one of the
most important general features of the physiology of
smooth muscle.

The contraction of smooth muscle is involuntary. Al-
though contraction may occur in response to a nerve stim-
ulus, many smooth muscles are also controlled by circulat-
ing hormones or contracted under the influence of local
hormonal or metabolic influences quite independent of the
nervous system. Some indirect voluntary control of smooth
muscle may be possible through mental processes such as
biofeedback, but this ability is rare and is not an important
aspect of smooth muscle function.

While one of the terms describing smooth muscle—uvis-
ceral—implies its location in internal organs, much smooth
muscle is located elsewhere. The muscles that control the
diameter of the pupil of the eye and accommodate the eye
for near vision, cause body hair to become erect (pilomotor
muscles), and control the diameter of blood vessels are all
examples of smooth muscles that are not visceral.

Cardiac Muscle: Motive Power for Blood Circulation.
Cardiac muscle provides the force that moves blood
throughout the body and is found only in the heart. It
shares, with skeletal muscle, a striated cell structure, but its
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contractions are involuntary; the heartbeat arises from
within the cardiac muscle and is not initiated by the nerv-
ous system. The nervous system, however, does participate
in regulating the rate and strength of heart muscle contrac-
tions. Chapter 10 considers the special properties of car-
diac muscle.

Muscles Have Specialized Adaptations
of Structure and Function

All of the above should emphasize the varied and special-
ized nature of muscle function. Skeletal muscle, with its
large and powerful contractions; smooth muscle, with its
slow and economical contractions; and cardiac muscle,
with its unceasing rhythm of contraction—all represent
specialized adaptations of a basic cellular and biochemical
system. An understanding of both the common features and
the diversity of different muscles is important, and it is use-
ful to emphasize particular types of muscle when investi-
gating a general aspect of muscle function. Skeletal muscle
is often used as the “typical” muscle for purposes of discus-
sion, and this convention is followed in this chapter where
appropriate, with an effort to point out those features rela-
tive to muscle in general. Important adaptations of the gen-
eral features found in specific muscle types are considered
in Chapters 9 and 10.

THE FUNCTIONAL ANATOMY AND
ULTRASTRUCTURE OF MUSCLE

In biology, as in architecture, it can be said that form fol-
lows function. Nowhere is this truism more relevant than in
the study of muscle. Investigations using light and electron
microscopy, x-ray and light diffraction, and other modern
visualization techniques have shown the complex and
highly ordered internal structure of skeletal muscle. Elegant
mechanical experiments have revealed how this structure
determines the ways muscle functions.

Muscle Structure Provides a Key to
Understanding the Mechanism of Contraction

Skeletal muscle is a highly organized tissue (Fig. 8.3). A
whole skeletal muscle is composed of numerous muscle
cells, also called muscle fibers. A cell can be up to 100 pm
in diameter and many centimeters long, especially in larger
muscles. The fibers are multinucleate, and the nuclei oc-
cupy positions near the periphery of the fiber. Skeletal
muscle has an abundant supply of mitochondria, which are
vital for supplying chemical energy in the form of ATP to
the contractile system. The mitochondria lie close to the
contractile elements in the cells. Mitochondria are espe-
cially plentiful in skeletal muscle fibers specialized for rapid
and powerful contractions.

Each muscle fiber is further divided lengthwise into sev-
eral hundred to several thousand parallel myofibrils. Elec-
tron micrographs show that each myofibril has alternating
light and dark bands, giving the fiber a striated (striped)
appearance. As shown in Figure 8.3, the bands repeat at
regular intervals. Most prominent of these is a dark band
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called an A band. It is divided at its center by a narrow,
lighter-colored region called an H zone. In many skeletal
muscles, a prominent M line is found at the center of the H
zone. Between the A bands lie the less dense | bands. (The
letters A and I stand for anisotropic and isotropic; the bands
are named for their appearance when viewed with polar-
ized light.) Crossing the center of the [ band is a dark struc-
ture called a Z line (sometimes termed a Z disk to emphasize
its three-dimensional nature). The filaments of the | band
attach to the Z line and extend in both directions into the
adjacent A bands. This pattern of alternating bands is re-
peated over the entire length of the muscle fiber. The fun-
damental repeating unit of these bands is called a sarco-
mere and is defined as the space between (and including)
two successive Z lines (Fig. 8.4).

Closer examination of a sarcomere shows the A and |
bands to be composed of two kinds of parallel structures
called myofilaments. The | band contains thin filaments,
made primarily of the protein actin, and A bands contain
thick filaments composed of the protein myosin.

Thin Myofilaments. Each thin (actin-containing) fila-
ment consists of two strands of macromolecular subunits

/_~Sarcolemma

Mitochondrion

Collagen fibrils

graphs. (From Krstic RV. General Histology of the Mammal.
New York: Springer-Verlag, 1984.)

entwined about each other (Fig. 8.5). The strands are com-
posed of repeating subunits (monomers) of the globular
protein G-actin (molecular weight, 41,700). These slightly
ellipsoid molecules are joined front to back into long chains
that wind about each other, forming a helical structure—F-
actin (or filamentous actin)—that undergoes a half-turn
every seven G-actin monomers. In the groove formed down
the length of the helix, there is an end-to-end series of fi-
brous protein molecules (molecular weight, 50,000) called
tropomyosin. Each tropomyosin molecule extends a dis-
tance of seven G-actin monomers along the F-actin groove.
Near one end of each tropomyosin molecule is a protein
complex called troponin, composed of three attached sub-
units: troponin-C (Tn-C), troponin-T (Tn-T), and tro-
ponin-I (Tn-I). The Tn-C subunit is capable of binding cal-
cium ions, the Tn-T subunit attaches the complex to
tropomyosin, and the Tn-I subunit has an inhibitory func-
tion. The troponin-tropomyosin complex regulates the
contraction of skeletal muscle.

Thick Myofilaments. Thick (myosin-containing) fila-
ments are also composed of macromolecular subunits
(Fig. 8.6). The fundamental unit of a thick filament is
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FIGURE 8.4 Nomenclature of the skeletal muscle sar-
comere. A, The arrangement of the elements
in a sarcomere. B, Cross sections through selected regions of the

sarcomere, showing the overlap of myofilaments at different parts
of the sarcomere.

myosin (molecular weight, approximately 500,000), a com-
plex molecule with several distinct regions. Most of the
length of the molecule consists of a long, straight portion,
often called the "tail” region, composed of light meromyosin
(LMM). The remainder of the molecule, heavy meromyosin
(HMM), consists of a protein chain that terminates in a
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globular head portion. The head portion, called the St re-
gion (or subfragment 1), is responsible for the enzymatic
and chemical activity that results in muscle contraction. It
contains an actin-binding site, by which it can interact with
the thin filament, and an ATP-binding site that is involved
in the supply of energy for the actual process of contraction.
The chain portion of HMM, the S2 region (or subfragment
2), serves as a flexible link between the head and tail regions.
Associated with the S1 region are two loosely attached pep-
tide chains of a much lower molecular weight. The essential
light chain is necessary for myosin to function, and the reg-
ulatory light chain can be phosphorylated during muscle
activity and modulates muscle function. Functional myosin
molecules are paired; their tail and S2 regions are wound
about each other along their lengths, and the two heads
(each bearing its two light chains and its own ATP- and
actin-binding sites) lie adjacent to each other. The mole-
cule, with its attached light chains, exists as a functional
dimer, but the degree of functional independence of the two
heads is not yet known with certainty.

The assembly of individual myosin dimers into thick
filaments involves close packing of the myosin molecules
such that their tail regions form the “backbone” of the
thick filament, with the head regions extending outward
in a helical fashion. A myosin head projects every 60 de-
grees around the circumference of the filament, with each
one displaced 14.4 nm further along the filament. The ef-
fect is like that of a bundle of golf clubs bound tightly by
the handles, with the heads projecting from the bundle.
The myosin molecules are packed so that they are tail-to-
tail in the center of the thick filament and extend outward
from the center in both directions, creating a bare zone
(i.e., no heads protruding) in the middle of the filament
(see Figs. 8.4 and 8.6).

Other Muscle Proteins. In addition to the proteins di-
rectly involved in the process of contraction, there are sev-
eral other important structural proteins. Titin, a large fila-
mentous protein, extends from the Z lines to the bare
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of skeletal muscle. (See text for details.)
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mThe internal membrane system of skeletal

muscle, responsible for communication be-
tween the surface membrane and contractile filaments. This

portion of the myosin filaments and may help to prevent
overextension of the sarcomeres and maintain the central
location of the A bands. Nebulin, a filamentous protein
that extends along the thin filaments, may play a role in sta-
bilizing thin filament length during muscle development.
The protein a-actinin, associated with the Z lines, serves to
anchor the thin filaments to the structure of the Z line.

Dystrophin, which lies just inside the sarcolemma, par-
ticipates in the transfer of force from the contractile system
to the outside of the cells via membrane-spanning proteins
called integrins. External to the cells, the protein laminin
forms a link between integrins and the extracellular matrix.
These proteins are disrupted in the group of genetic dis-
eases collectively called muscular dystrophy, and their lack
or malfunction leads to muscle degeneration and weakness
and death (see Clinical Focus Box 8.1).

Polymyositis is an inflammatory disorder that produces
damage to several or many muscles (Clinical Focus Box
8.2). The progressive muscle weakness in polymyositis usu-
ally develops more rapidly than in muscular dystrophy.

Skeletal Muscle Membrane Systems. Muscle cells, like
other types of living cells, have a system of surface and in-
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reconstruction is based on electron micrographs. (From Krstic RV.
General Histology of the Mammal. New York: Springer-Verlag,
1984.)



CLINICAL FOCUS BOX 8.1

Muscular Dystrophy Research

The term muscular dystrophy (MD) encompasses a vari-
ety of degenerative muscle diseases. The most common of
these diseases is Duchenne’s muscular dystrophy
(DMD) (also called pseudohypertrophic MD), which is an
X-linked hereditary disease affecting mostly male children
(1 of 3,500 live male births). DMD is manifested by pro-
gressive muscular weakness during the growing years, be-
coming apparent by age 4. A characteristic enlargement of
the affected muscles, especially the calf muscles, is due to
a gradual degeneration and necrosis of muscle fibers and
their replacement by fibrous and fatty tissue. By age 12,
most sufferers are no longer ambulatory, and death usu-
ally occurs by the late teens or early twenties. The most se-
rious defects are in skeletal muscle, but smooth and car-
diac muscle are affected as well, and many patients suffer
from cardiomyopathy (see Chapter 10). A related (and
rarer) disease, Becker’'s muscular dystrophy (BMD),
has similar symptoms but is less severe; BMD patients of-
ten survive into adulthood. Some six other rarer forms of
muscular dystrophy have their primary effect on particular
muscle groups.

Using the genetic technique of chromosome mapping
(using linkage analysis and positional cloning), re-
searchers have localized the gene responsible for both
DMD and BMD to the p21 region of the X chromosome,
and the gene itself has been cloned. It is a large gene of
some 2.5 million base pairs; apparently because of its
great size, it has an unusually high mutation rate. About
one third of DMD cases are due to new mutations and the
other two thirds to sex-linked transmission of the defective
gene. The BMD gene is a less severely damaged allele of
the DMD gene.

The product of the DMD gene is dystrophin, a large pro-
tein that is absent in the muscles of DMD patients. Aber-
rant forms are present in BMD patients. The function of dy-
strophin in normal muscle appears to be that of a
cytoskeletal component associated with the inside surface
of the sarcolemma. Muscle also contains dystrophin-re-
lated proteins that may have similar functional roles. The
most important of these is laminin 2, a protein associated

ternal membranes with several critical functions (see Fig.
8.7). A skeletal muscle fiber is surrounded on its outer sur-
face by an electrically excitable cell membrane supported
by an external meshwork of fine fibrous material. Together
these layers form the cell's surface coat, the sarcolemma. In
addition to the typical functions of any cell membrane, the
sarcolemma generates and conducts action potentials much
like those of nerve cells.

Contained wholly within a skeletal muscle cell is an-
other set of membranes called the sarcoplasmic reticulum
(SR), a specialization of the endoplasmic reticulum. The SR
is specially adapted for the uptake, storage, and release of
calcium ions, which are critical in controlling the processes
of contraction and relaxation. Within each sarcomere, the
SR consists of two distinct portions. The longitudinal ele-
ment forms a system of hollow sheets and tubes that are
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with the basal lamina of muscle cells and concerned with
mechanical connections between the exterior of muscle
cells and the extracellular matrix. In several forms of mus-
cular dystrophy, both laminin and dystrophin are lacking
or defective.

A disease as common and devastating as DMD has long
been the focus of intensive research. The recent identifica-
tion of three animals—dog, cat, and mouse—in which ge-
netically similar conditions occur promises to offer signifi-
cant new opportunities for study. The manifestation of the
defect is different in each of the three animals (and also dif-
fers in some details from the human condition). The mdx
mouse, although it lacks dystrophin, does not suffer the
severe debilitation of the human form of the disease. Re-
search is underway to identify dystrophin-related proteins
that may help compensate for the major defect. Mice, be-
cause of their rapid growth, are ideal for studying the nor-
mal expression and function of dystrophin. Progress has
been made in transplanting normal muscle cells into mdx
mice, where they have expressed the dystrophin protein.
Such an approach has been less successful in humans and
in dogs, and the differences may hold important clues. A
gene expressing a truncated form of dystrophin, called
utrophin, has been inserted into mice using transgenic
methods and has corrected the myopathy.

The mdx dog, which suffers a more severe and human-
like form of the disease, offers an opportunity to test new
therapeutic approaches, while the cat dystrophy model
shows prominent muscle fiber hypertrophy, a poorly un-
derstood phenomenon in the human disease. Taking ad-
vantage of the differences among these models promises
to shed light on many missing aspects of our understand-
ing of a serious human disease.
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closely associated with the myofibrils. The ends of the lon-
gitudinal elements terminate in a system of terminal cister-
nae (or lateral sacs). These contain a protein, calsequestrin,
that weakly binds calcium, and most of the stored calcium
is located in this region.

Closely associated with both the terminal cisternae and
the sarcolemma are the transverse tubules (T tubules), in-
ward extensions of the cell membrane whose interior is con-
tinuous with the extracellular space. Although they traverse
the muscle fiber, T tubules do not open into its interior. In
many types of muscles, T tubules extend into the muscle
fiber at the level of the Z line, while in others they penetrate
in the region of the junction between the A and | bands. The
association of a T tubule and the two terminal cisternae at its
sides is called a triad, a structure important in linking mem-
brane action potentials to muscle contraction.
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CLINICAL FOCUS BOX 8.2

Polymyositis

Polymyositis is a skeletal muscle disease known as an in-
flammatory myopathy. Children (about 20% of cases) and
adults may both be affected. Patients with the condition
complain of muscle weakness initially associated with the
proximal muscles of the limbs, making it hard to get up
from a chair or use the stairs. They may have difficulty
combing their hair or placing objects on a high shelf. Many
patients have difficulty eating (dysphagia) because of the
involvement of the muscles of the pharynx and the upper
esophagus. A small percentage (about one third) of pa-
tients with polymyositis experience muscle tenderness or
aching pain; a similar proportion of patients have some in-
volvement of the heart muscle. The disease is progressive
during a course of weeks or months.

Primary idiopathic polymyositis cases comprise ap-
proximately one third of the inflammatory myopathies.
Twice as many women as men are affected. Another one
third of polymyositis cases are associated with a closely re-
lated condition called dermatomyositis, symptoms of
which include a mild heliotrope (light purple) rash around
the eyes and nose and other parts of the body, such as
knees and elbows. Nail bed abnormalities may also be
present. Still other cases (approximately 8%) are associ-
ated with cancer present in the lung, breast, ovary, or gas-
trointestinal tract. This association occurs mostly in older
patients. Finally, about one fifth of polymyositis cases are
associated with other connective tissue disorders, such as
rheumatoid arthritis and lupus erythematosus. Polymyosi-
tis can also occur in AIDS, as a result of either the disease
itself or to a reaction to azidothymidine (AZT) therapy.

Polymyositis is thought to be primarily an autoim-
mune disease. Muscle histology shows infiltration by in-
flammatory cells such as lymphocytes, macrophages,
and neutrophils. Muscle tissue destruction, which is al-
most always present, occurs by phagocytosis. The route
of infiltration often follows the vascular supply. There
may be elevated serum levels of enzymes normally pres-
ent in muscle, such as creatine kinase (CK). These en-

The Sliding Filament Theory
Explains Muscle Contraction

The structure of skeletal muscle provides important clues to
the mechanism of contraction. The width of the A bands
(thick-filament areas) in striated muscle remains constant,
regardless of the length of the entire muscle fiber, while the
width of the I bands (thin-filament areas) varies directly
with the length of the fiber. At the edges of the A band are
fainter bands whose width also varies. These represent ma-
terial extending into the A band from the I bands. The spac-
ing between Z lines also depends directly on the length of
the fiber. The lengths of the thin and thick myofilaments
remain constant despite changes in fiber length.

The sliding filament theory proposes that changes in
overall fiber length are directly associated with changes in
the overlap between the two sets of filaments; that is, the
thin filaments telescope into the array of thick filaments.
This interdigitation accounts for the change in the length

zymes are released as muscle breaks down, and in se-
vere cases, myoglobin may be found in the urine. The
electrical activity of the affected muscle, as measured by
electromyography, may show a characteristic pattern of
abnormalities. In some cases, the weakness felt by the
patient is greater than that suggested by the microscopic
appearance of the tissue, and evidence indicates that dif-
fusible factors produced by immune cells may have a di-
rect effect on muscle contractile function. While the con-
dition is not directly inherited, there is a strong familial
component in its incidence. The cases of polymyositis
associated with cancer (a paraneoplastic syndrome) are
thought to be due to the altered immune status or tumor
antigens that cross-react with muscle.

Several other disorders may present symptoms similar
to polymyositis; these include neurological or neuromus-
cular junction conditions that result in muscle weakness
without actual muscle pathology (see Chapter 9). Early
stages of muscular dystrophy may mimic polymyositis, al-
though the overall courses of the diseases differ consider-
ably; the decline in function is much more rapid in un-
treated polymyositis. The parasitic infection trichinosis can
produce symptoms of the disease, depending on the
severity of the infection. A large number of commonly
used drugs may produce the typical symptoms of muscle
pain and weakness, and a careful drug history may sug-
gest a specific cause. In cases in which dermatomyositis is
combined with the typical symptoms of polymyositis, the
diagnosis is quite certain.

Treatment of the disease usually involves high doses of
glucocorticoids such as prednisone. Careful follow-up (by
direct muscle strength testing and measurement of serum
CK levels) is necessary to determine the ongoing effective-
ness of treatment. After a course of treatment, the disease
may become inactive, but relapses can occur, and other
treatment approaches, such as the use of cytotoxic drugs,
may be necessary. Long-term physical therapy and assis-
tive devices are required when drug therapy is not suffi-
ciently effective.

of the muscle fiber. It is accomplished by the interaction of
the globular heads of the myosin molecules (crossbridges,
which project from the thick filaments) with binding sites
on the actin filaments. The crossbridges are the sites where
force and shortening are produced and where the chemical
energy stored in the muscle is transformed into mechanical
energy. The total shortening of each sarcomere is only
about 1 wm, but a muscle contains many thousands of sar-
comeres placed end to end (in series). This arrangement has
the effect of multiplying all the small sarcomere length
changes into a large overall shortening of the muscle (Fig.
8.8). Similarly, the amount of force exerted by a single sar-
comere is small (a few hundred micronewtons), but, again,
there are thousands of sarcomeres side by side (in parallel),
resulting in the production of considerable force.

The effects of sarcomere length on force generation are
summarized in Figure 8.9. When the muscle is stretched be-
yond its normal resting length, decreased filament overlap
occurs (3.65 pm and 3.00 wm, Fig. 8.9). This limits the
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FIGURE 8.8 The n.lultiplying effect of sarcomeres placed
in series. The overall shortening is the sum of

the shortening of the individual sarcomeres.

amount of force that can be produced, since a shorter
length of thin filaments interdigitates with A band thick fil-
aments and fewer crossbridges can be attached. Thus, over
this region of lengths, force is directly proportional to the
degree of overlap. At lengths near the normal resting
length of the muscle (i.e., the length usually found in the
body), the amount of force does not vary with the degree
of overlap (2.25 pm and 1.95 wm, Fig. 8.10) because of the
bare zone (the H zone) along the thick filaments at the cen-
ter of the A band (where no myosin heads are present).

Relative force

2.0 .
Sarcomere length (um)

FIGURE 8.9 l*;ffect of filament overlap on force genera-
tion. The force a muscle can produce depends
on the amount of overlap between the thick and thin filaments

because this determines how many crossbridges can interact ef-
fectively. (See text for details.)
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Over this small region, further interdigitation does not lead
to an increase in the number of attached crossbridges and
the force remains constant.

At shorter lengths, additional geometric and physical
factors play a role in myofilament interactions. Since mus-
cle is a "telescoping” system, there is a physical limit to the
amount of shortening. As thin myofilaments penetrate the
A band from opposite sides, they begin to meet in the mid-
dle and interfere with each other (1.67 wm, Fig. 8.9). At the
extreme, further shortening is limited by the thick filaments
of the A band being forced against the structure of the Z
lines (1.27 wm, Fig. 8.9).

The relationship between overlap and force at short
lengths is more complex than that at longer lengths, since
more factors are involved. It has also been shown that at
very short lengths, the effectiveness of some of the steps in
the excitation-contraction coupling process is reduced.
These include reduced calcium binding to troponin and
some loss of action potential conduction in the T tubule
system. Some of the consequences for the muscle as a
whole are apparent when the mechanical behavior of mus-
cle is examined in more detail (see Chapter 9).

Events of the Crossbridge Cycle
Drive Muscle Contraction

The process of contraction involves a cyclic interaction be-
tween the thick and thin filaments. The steps that comprise
the crossbridge cycle are attachment of thick-filament
crossbridges to sites along the thin filaments, production of
a mechanical movement, crossbridge detachment from the
thin filaments, and subsequent reattachment of the cross-
bridges at different sites along the thin filaments (Fig. 8.10).
These mechanical changes are closely related to the bio-
chemistry of the contractile proteins. In fact, the cross-
bridge association between actin and myosin actually func-
tions as an enzyme, actomyosin ATPase, that catalyzes the
breakdown of ATP and releases its stored chemical energy.
Most of our knowledge of this process comes from studies
on skeletal muscle, but the same basic steps are followed in
all muscle types.

In resting skeletal muscle (Fig. 8.10, step 1), the interac-
tion between actin and myosin (via the crossbridges) is
weak, and the muscle can be extended with little effort.
When the muscle is activated, the actin-myosin interaction
becomes quite strong, and crossbridges become firmly at-
tached (step 2). Initially, the crossbridges extend at right
angles from each thick filament, but they rapidly undergo a
change in angle of nearly 45 degrees. An ATP molecule
bound to each crossbridge supplies the energy for this step.
This ATP has been bound to the crossbridge in a partially
broken-down form (ADP*P; in step 1). The myosin head to
which the ATP is bound is called “charged myosin”
(M*ADP*P; in step 1). When charged myosin interacts
with actin, the association is represented as A*M*ADP*P,
(step 2).

The partial rotation of the angle of the crossbridge is as-
sociated with the final hydrolysis of the bound ATP and re-
lease of the hydrolysis products (step 3), an inorganic phos-
phate ion (P;) and ADP. Since the myosin heads are
temporarily attached to the actin filament, the partial rota-
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tained. (See text for further details.) A, actin; M, myosin; *, chem-
ical bond; +, a potential interaction.

tion pulls the actin filaments past the myosin filaments, a
movement called the power stroke (step 4). Following this
movement (which results in a relative filament displace-
ment of around 10 nm), the actin-myosin binding is still
strong and the crossbridge cannot detach; at this point in
the cycle, it is termed a rigor crossbridge (A*M, step 5). For
detachment to occur, a new molecule of ATP must bind to
the myosin head (M*ATP, step 6) and undergo partial hy-
drolysis to M¥*ADP*P; (step 7).

Once this new ATP binds, the newly recharged
myosin head, momentarily not attached to the actin fila-
ment (step 1), can begin the cycle of attachment, rota-
tion, and detachment again. This can go on as long as the
muscle is activated, a sufficient supply of ATP is avail-
able, and the physiological limit to shortening has not
been reached. If cellular energy stores are depleted, as
happens after death, the crossbridges cannot detach be-
cause of the lack of ATP, and the cycle stops in an at-
tached state (at step 5). This produces an overall stiffness
of the muscle, which is observed as the rigor mortis that
sets in shortly after death.

The crossbridge cycle obviously must be subject to con-
trol by the body to produce useful and coordinated muscu-
lar movements. This control involves several cellular
processes that differ among the various types of muscle.
Here, again, the case of skeletal muscle provides the basic
description of the control process.

THE ACTIVATION AND INTERNAL
CONTROL OF MUSCLE FUNCTION

Control of the contraction of skeletal muscle involves
many steps between the arrival of the action potential in a
motor nerve and the final mechanical activity. An impor-
tant series of these steps, called excitation-contraction
coupling, takes place deep within a muscle fiber. This is the
subject of the remainder of this chapter; the very early
events (communication between nerve and muscle) and the
very late events (actual mechanical activity) are discussed
in Chapter 9.

The Interaction Between Calcium and Specialized
Proteins Is Central to Muscle Contraction

The most important chemical link in the control of muscle
protein interactions is provided by calcium ions. The SR
controls the internal concentration of these ions, and
changes in the internal calcium ion concentration have
profound effects on the actions of the contractile proteins
of muscle.

Calcium and the Troponin-Tropomyosin Complex. The
chemical processes of the crossbridge cycle in skeletal mus-
cle are in a state of constant readiness, even while the mus-
cle is relaxed. Undesired contraction is prevented by a spe-
cific inhibition of the interaction between actin and
myosin. This inhibition is a function of the troponin-
tropomyosin complex of the thin myofilaments. When a
muscle is relaxed, calcium ions are at very low concentra-
tion in the region of the myofilaments. The long
tropomyosin molecules, lying in the grooves of the en-
twined actin filaments, interfere with the myosin binding
sites on the actin molecules. When calcium ion concentra-
tions increase, the ions bind to the Tn-C subunit associated
with each tropomyosin molecule. Through the action of
Tn-I and Tn-T, calcium binding causes the tropomyosin
molecule to change its position slightly, uncovering the
myosin binding sites on the actin filaments. The myosin
(already “charged” with ATP) is allowed to interact with
actin, and the events of the crossbridge cycle take place un-
til calcium ions are no longer bound to the Tn-C subunit.

The Switching Action of Calcium.  An effective switching
function requires the transition between the “off" and “on”
states to be rapid and to respond to relatively small changes
in the controlling element. The calcium switch in skeletal
muscle satisfies these requirements well (Fig. 8.11). The
curve describing the relationship between the relative force
developed and the calcium concentration in the region of
the myofilaments is very steep. At a calcium concentration
of 1 X 1078 M, the interaction between actin and myosin
is negligible, while an increase in the calcium concentration
to 1 X 107> M produces essentially full force development.
This process is saturable, so that further increases in cal-
cium concentration lead to little increase in force. In skele-
tal muscle, an excess of calcium ions is usually present dur-
ing activation, and the contractile system is normally fully
saturated. In cardiac and smooth muscle, however, only
partial saturation occurs under normal conditions, and the
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degree of muscle activation can be adjusted by controlling
the calcium concentration.

The switching action of the calcium-troponin-
tropomyosin complex in skeletal and cardiac muscle is ex-
tended by the structure of the thin filaments, which allows
one troponin molecule, via its tropomyosin connection, to
control seven actin monomers. Since the calcium control in
striated muscle is exercised through the thin filaments, it is
termed actin-linked regulation. While the cellular control
of smooth muscle contraction is also exercised by changes
in calcium concentration, its effect is exerted on the thick
(myosin) filaments. This is termed myosin-linked regula-
tion and is described in Chapter 9.

Excitation-Contraction Coupling Links
Electrical and Mechanical Events

When a nerve impulse arrives at the neuromuscular junc-
tion and its signal is transmitted to the muscle cell mem-
brane, a rapid train of events carries the signal to the inte-
rior of the cell, where the contractile machinery is located.
The large diameter of skeletal muscle cells places interior
myofilaments out of range of the immediate influence of
events at the cell surface, but the T tubules, SR, and their
associated structures act as a specialized internal communi-
cation system that allows the signal to penetrate to interior
parts of the cell. The end result of electrical stimulation of
the cell is the liberation of calcium ions into regions of the
sarcoplasm near the myofilaments, initiating the cross-
bridge cycle.

The process of excitation-contraction coupling, as out-
lined in Figure 8.12, begins in skeletal muscle with the elec-
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trical excitation of the surface membrane. An action poten-
tial sweeps rapidly down the length of the fiber. Its propa-
gation is similar to that in nonmyelinated nerve fibers, in
which successive areas of membrane are stimulated by local
ionic currents flowing from adjacent areas of excited mem-
brane. The lack of specialized conduction adaptations (e.g.,
myelination) makes this propagation slow compared with
that in the motor nerve, but its speed is still sufficient to en-
sure the practically simultaneous activation of the entire
fiber. When the action potential encounters the openings
of T tubules, it propagates down the T tubule membrane.
This propagation is also regenerative, resulting in numer-
ous action potentials, one in each T tubule, traveling to-
ward the center of the fiber. In the T tubules, the velocity
of the action potentials is rather low, but the total distance
to be traveled is quite short.

At some point along the T tubule, the action potential
reaches the region of a triad. Here the presence of the ac-
tion potential is communicated to the terminal cisternae of
the SR. While the precise nature of this communication is
not yet fully understood, it appears that the T tubule action
potential affects specific protein molecules called dihy-
dropyridine receptors (DHPRs). These molecules, which
are embedded in the T tubule membrane in clusters of four,
serve as voltage sensors that respond to the T tubule action
potential. They are located in the region of the triad where
the T tubule and SR membranes are the closest together,
and each group of four is located in close proximity to a
specific channel protein called a ryanodine receptor
(RyR), which is embedded in the SR membrane. The RyR
serves as a controllable channel (termed a calcium-release
channel) through which calcium ions can move readily
when it is in the open state. DHPR and RyR form a func-
tional unit called a junctional complex (Fig. 8.12).

When the muscle is at rest, the RyR is closed; when T
tubule depolarization reaches the DHPR, some sort of link-
age—most likely a mechanical connection—causes the
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RyR to open and release calcium from the SR. In skeletal
muscle, every other RyR is associated with a DHPR cluster;
the RyRs without this connection open in response to cal-
cium ions in a few milliseconds. This leads to rapid release
of calcium ions from the terminal cisternae into the intra-
cellular space surrounding the myofilaments. The calcium
ions can now bind to the Tn-C molecules on the thin fila-
ments. This allows the crossbridge cycle reactions to begin,
and contraction occurs.

Even during calcium release from the terminal cisternae,
the active transport processes in the membranes of the lon-
gitudinal elements of the SR pump free calcium ions from
the myofilament space into the interior of the SR. The
rapid release process stops very soon; there is only one
burst of calcium ion release for each action potential, and
the continuous calcium pump in the SR membrane reduces
calcium in the region of the myofilaments to a low level (1
X 107 ® M). Because calcium ions are no longer available to
bind to troponin, the contractile activity ceases and relax-
ation begins. The resequestered calcium ions are moved
along the longitudinal elements to storage sites in the ter-
minal cisternae, and the system is ready to be activated
again. This entire process takes place in a few tens of mil-
liseconds and may be repeated many times each second.

ENERGY SOURCES FOR MUSCLE CONTRACTION

Because contracting muscles perform work, cellular
processes must supply biochemical energy to the contrac-
tile mechanism. Additional energy is required to pump the
calcium ions involved in the control of contraction and for
other cellular functions. In muscle cells, as in other cells,
this energy ultimately comes from the universal high-en-
ergy compound, ATP.

Muscle Cells Obtain ATP From Several Sources

Although ATP is the immediate fuel for the contraction
process, its concentration in the muscle cell is never high
enough to sustain a long series of contractions. Most of the
immediate energy supply is held in an “energy pool” of the
compound creatine phosphate or phosphocreatine (PCr),
which is in chemical equilibrium with ATP. After a mole-
cule of ATP has been split and yielded its energy, the re-
sulting ADP molecule is readily rephosphorylated to ATP
by the high-energy phosphate group from a creatine phos-
phate molecule. The creatine phosphate pool is restored by
ATP from the various cellular metabolic pathways. These
reactions (of which the last two are the reverse of each
other) can be summarized as follows:

ATP — ADP + P; (Energy for contraction) (1)
ADP + PCr — ATP + Cr (Rephosphorylation of ATP) (2)

ATP + Cr — ADP + PCr (Restoration of PCr)  (3)

Because of the chemical equilibria involved, the concen-
tration of PCr can fall to very low levels before the ATP
concentration shows a significant decline. It has been
shown experimentally that when 90% of PCr has been

used, the ATP concentration has fallen by only 10%. This
situation results in a steady source of ATP for contraction
that is maintained despite variations in energy supply and
demand. Creatine phosphate is the most important storage
form of high-energy phosphate; together with some other
smaller sources, this energy reserve is sometimes called the
creatine phosphate pool.

Two major metabolic pathways supply ATP to energy-
requiring reactions in the cell and to the mechanisms that
replenish the creatine phosphate pool. Their relative con-
tributions depend on the muscle type and conditions of
contraction. A simplified diagram of the energy relation-
ships of muscle is shown in Figure 8.13. The first of the sup-
ply pathways is the glycolytic pathway or glycolysis. This
is an anaerobic pathway; glucose is broken down without
the use of oxygen to regenerate two molecules of ATP for
every molecule of glucose consumed. Glucose for the gly-
colytic pathway may be derived from circulating blood glu-
cose or from its storage form in muscle cells, the polymer
glycogen. This reaction extracts only a small fraction of the
energy contained in the glucose molecule.

The end product of anaerobic glycolysis is lactic acid or
lactate. Under conditions of sufficient oxygen, this is con-
verted to pyruvic acid or pyruvate, which enters another
cellular (mitochondrial) pathway called the Krebs cycle. As
a result of Krebs cycle reactions, substrates are made avail-
able for oxidative phosphorylation. The Krebs cycle and
oxidative phosphorylation are aerobic processes that re-
quire a continuous supply of oxygen. In this pathway, an
additional 36 molecules of ATP are regenerated from the
energy in the original glucose molecule; the final products
are carbon dioxide and water. While the oxidative phos-
phorylation pathway provides the greatest amount of en-
ergy, it cannot be used if the oxygen supply is insufficient;
in this case, glycolytic metabolism predominates.

Glucose as an Energy Source. Glucose is the preferred
fuel for skeletal muscle contraction at higher levels of exer-
cise. At maximal work levels, almost all the energy used is
derived from glucose produced by glycogen breakdown in
muscle tissue and from bloodborne glucose from dietary
sources. Glycogen breakdown increases rapidly during the
first tens of seconds of vigorous exercise. This breakdown,
and the subsequent entry of glucose into the glycolytic
pathway, is catalyzed by the enzyme phosphorylase a.
This enzyme is transformed from its inactive phosphory-
lase b form by a “cascade” of protein kinase reactions whose
action is, in turn, stimulated by the increased Ca®>* con-
centration and metabolite (especially AMP) levels associ-
ated with muscle contraction. Increased levels of circulat-
ing epinephrine (associated with exercise), acting through
cAMP, also increase glycogen breakdown. Sustained exer-
cise can lead to substantial depletion of glycogen stores,
which can restrict further muscle activity.

Other Important Energy Sources. At lower exercise lev-
els (i.e., below 50% of maximal capacity) fats may provide
50 to 60% of the energy for muscle contraction. Fat, the
major energy store in the body, is mobilized from adipose
tissue to provide metabolic fuel in the form of free fatty
acids. This process is slower than the liberation of glucose
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mThe major metabolic processes of skeletal

muscle. These processes center on the supply
of ATP for the actomyosin ATPase of the crossbridges. Energy
sources are numbered in order of their proximity to the actual re-

from glycogen and cannot keep pace with the high de-
mands of heavy exercise. Moderate activity, with brief rest
periods, favors the consumption of fat as muscle fuel. Fatty
acids enter the Krebs cycle at the acetyl-CoA-citrate step.
Complete combustion of fat yields less ATP per mole of
oxygen consumed than for glucose, but its high energy
storage capacity (the equivalent of 138 moles of ATP per
mole of a typical fatty acid) makes it an ideal energy store.
The depletion of body fat reserves is almost never a limit-
ing factor in muscle activity.

In the absence of other fuels, protein can serve as an en-
ergy source for contraction. However, protein is used by
muscles for fuel mainly during dieting and starvation or
during heavy exercise. Under such conditions, proteins are
broken down into amino acids that provide energy for con-
traction and that can be resynthesized into glucose to meet
other needs.

Many of the metabolic reactions and processes supply-
ing energy for contraction and the recycling of metabolites
(e.g., lactate, glucose) take place outside the muscle, par-
ticularly in the liver, and the products are transported to the
muscle by the bloodstream. In addition to its oxygen- and
carbon dioxide-carrying functions, the enhanced blood
supply to exercising muscle provides for a rapid exchange
of essential metabolic materials and the removal of heat.
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actions of the crossbridge cycle. Energy is used by the cell in an A,
B, and C order. The scheme shown here is typical for all types of
muscle, although there are specific quantitative and qualitative
variations.

Metabolic Adaptations Allow Contraction to
Continue With an Inadequate Oxygen Supply

Glycolytic (anaerobic) metabolism can provide energy
for sudden, rapid, and forceful contractions of some
muscles. In such cases, the ready availability of gly-
colytic ATP compensates for the relatively low yield of
this pathway, although a later adjustment must be made.
In most muscles, especially under conditions of rest or
moderate exercise, the supply of oxygen is adequate for
aerobic metabolism (fed by fatty acids and by the end
products of glycolysis) to supply the energy needs of the
contractile system. As the level of exercise increases,
several physiological mechanisms come into play to in-
crease the blood supply (and, thus, the oxygen) to the
working muscle. At some point, however, even these
mechanisms fail to supply sufficient oxygen, and the end
products of glycolysis begin to accumulate. The gly-
colytic pathway can continue to operate because the ex-
cess pyruvic acid that is produced is converted to lactic
acid, which serves as a temporary storage medium. The
formation of lactic acid, by preventing a buildup of pyru-
vic acid, also allows for the restoration of the enzyme
cofactor NAD ™, needed for a critical step in the gly-
colytic pathway, so that the breakdown of glycogen can
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continue. Thus, ATP can continue to be produced under
anaerobic conditions.

The accumulation of lactic acid is the largest contributor
(more than 60%) to oxygen deficit, which allows short-term
anaerobic metabolism to take place despite a relative lack of
oxygen. Other depleted muscle oxygen stores have a smaller
capacity but can still participate in oxygen deficit. The largest
of these is the creatine phosphate pool (approximately 25%).
Tissue fluids (including venous blood) account for another
7%, and the protein myoglobin can hold about 2.5%.

Eventually the lactic acid must be oxidized in the Krebs
cycle and oxidative phosphorylation reactions, and the
other energy stores (as listed above) must be replenished.
This “repayment” of the oxygen deficit occurs over several
minutes during recovery from heavy exercise, when the
oxygen consumption and respiration rate remain high and
depleted ATP is restored from the glucose breakdown
products temporarily stored as lactic acid. As the cellular
ATP levels return to normal, the energy stored in the crea-
tine phosphate energy pool is also replenished.

Those muscles adapted for mostly aerobic metabolism
contain significant amounts of the protein myoglobin. This
iron-containing molecule, essentially a monomeric form of
the blood protein hemoglobin (see Chapter 11), gives aer-
obic muscles their characteristic red color. The total oxy-
gen storage capacity of myoglobin is quite low, and it does
not make a significant direct contribution to the cellular
stores; all the myoglobin-bound oxygen could support aer-
obic exercise for less than 1 second. However, because of
its high affinity for oxygen even at low concentrations,
myoglobin plays a major role in facilitating the diffusion of
oxygen through exercising muscle tissue by binding and re-
leasing oxygen molecules as they move down their con-
centration gradient.

Muscles of different types have varying capacities for
sustaining an oxygen deficit; some skeletal muscles can sus-
tain a considerable deficit, while cardiac muscle has an al-
most exclusively aerobic metabolism. Chapters 9 and 10
discuss metabolic adaptations that are specific to skeletal,
smooth, and cardiac muscles.

REVIEW QUESTIONS

DIRECTIONS: Each of the numbered
items or incomplete statements in this
section is followed by answers or
completions of the statement. Select the
ONE lettered answer or completion that is

BEST in each case.

1. Skeletal, smooth, and cardiac muscle
all have which of the following in
common?

(A) Their cellular structure is based on
repeating sarcomeres

(B) The contractile cells are large
relative to the size of the organ they
comprise.

(C) The contractile system is based on
an enzymatic interaction of actin and
myosin.

(D) Initiation of contraction requires
the binding of calcium ions to actin
filaments

2. During the shortening of skeletal
muscle,

(A) The distance between Z lines stays
the same

(B) The width of the I band changes
(C) The width of the A band changes
(D) All internal spacings between
repeating structures change
proportionately

3. The compound ATP provides the
energy for muscle contraction during
the crossbridge cycle. A second
important function for ATP in the
cycle is to
(A) Provide the energy for relaxation
(B) Allow the thick and thin filaments
to detach from each other during the
crossbridge cycle

(C) Maintain the separation of thick
and thin filaments when the muscle is
at rest

(D) Promote the binding of calcium
ions to the regulatory proteins

. Calcium ions are required for the

normal activation of all muscle types.
Which statement below most closely
describes the role of calcium ions in
the control of skeletal muscle
contraction?

(A) The binding of calcium ions to
regulatory proteins on the thin
filaments removes the inhibition of
actin-myosin interaction

(B) The binding of calcium ions to the
thick filament regulatory proteins
activates the enzymatic activity of the
myosin molecules

(C) Calcium ions serve as an inhibitor
of the interaction of thick and thin
filaments

(D) A high concentration of calcium
ions in the myofilament space is
required to maintain muscle in a
relaxed state.

5. The normal process of relaxation in

skeletal muscle depends on

(A) A sudden reduction in the amount
of ATP available for the crossbridge
interactions

(B) Metabolically supported pumping
of calcium out of the cells when the
membrane potential repolarizes

(C) A rapid reuptake of calcium into
the sarcoplasmic reticulum

(D) An external force to separate the
interacting myofilaments

6. When an isolated skeletal muscle is

stretched beyond its optimal length
(but not to the point where damage
occurs), the reduction in contractile
force is due to

(A) Lengthening of the myofilaments so
that crossbridges become spaced farther
apart and can interact less readily

(B) Decreased overlap between thick
and thin filaments, which reduces the
number of crossbridges that interact
(C) The thinning of the muscle, which
reduces its cross-sectional area and,
hence, the force that it can produce
(D) A proportional reduction in the
amount of calcium released from the
sarcoplasmic reticulum

. The major immediate source of

calcium for the initiation of skeletal
muscle contraction is

(A) Calcium entry through the
sarcolemma during the passage of an
action potential

(B) A rapid release of calcium from its
storage sites in the T tubules

(C) A rapid release of calcium from the
terminal cisternae of the sarcoplasmic
reticulum

(D) A release of calcium that is bound
to cytoplasmic proteins in the region
of the myofilaments

. The relaxation of skeletal muscle is

associated with a reduction in free
intracellular calcium ion concentration.
The effect of this reduction is

(A) A reestablishment of the inhibition
of the actin-myosin interaction

(B) Deactivation of the enzymatic
activity of the individual actin
molecules

(continued)



(C) A change in the chemical nature of
the myosin molecules, reducing their
enzymatic activity
(D) Reduced contractile interaction by
the binding of calcium to the active
sites of the myosin molecules

9. The chemical energy source that most
directly supports muscle contraction is
(A) Creatine phosphate
(B) Glucose
(C) ATP
(D) Free fatty acids

10.In the absence of an adequate supply
of ATP for skeletal muscle contraction,
(A) Myofilament interaction ceases,
and the muscle relaxes
(B) Actin and myosin filaments cannot
separate, and the muscle stiffens
(C) Creatine phosphate can directly
support myofilament interaction,
although less efficiently
(D) The lower energy form, ADP, can
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support contraction at a reduced rate

.In the face of insufficient oxygen to

meet its current metabolic

requirements, skeletal muscle

(A) Quickly loses its ability to contract

and relaxes until oxygen is again

available

(B) Maintains contraction by using

metabolic pathways that do not require

oxygen consumption

(C) Maintains contraction by using a

large internal store of ATP that is kept

in reserve

(D) Contracts more slowly at a given

force, resulting in a saving of energy

12.1f the calcium pumping ability of the
sarcoplasmic reticulum were impaired
(but not abolished),
(A) Muscles would relax more quickly
because less calcium would be pumped
(B) Contraction would be slowed, but
the muscle would relax normally

—_
—_
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(C) The muscle would continue to
develop force, but its relaxation would
be slowed

(D) Activation of the muscle would no
longer be possible
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CHAPTER OUTLINE

Skeletal Muscle
and Smooth Muscle

Richard A. Meiss, Ph.D.

m ACTIVATION AND CONTRACTION OF SKELETAL

MUSCLE

KEY CONCEPTS

® MECHANICAL PROPERTIES OF SKELETAL MUSCLE
m PROPERTIES OF SMOOTH MUSCLE

. The myoneural junction is a specialized synapse between
the motor axon and a skeletal muscle fiber. A motor nerve
and all of the muscle fibers it innervates is called a motor
unit.

. Neuromuscular transmission involves presynaptic trans-
mitter release, diffusion of transmitter across the synaptic
cleft, and binding to postsynaptic receptors.

. The immediate postsynaptic electrical response to trans-
mitter molecule binding is a local depolarization called the
endplate potential, which is graded according to the rela-
tive number of channels that have been opened by the
transmitter binding.

. The endplate potential is localized to the endplate region
and is not propagated. It causes current to flow into the
muscle fiber at the endplate; the resulting outward current
across adjacent areas of membrane leads to their depolar-
ization and the generation of propagated nerve-like action
potentials in the muscle cell membrane.

. A twitch is a single muscle contraction, produced in re-
sponse to a single action potential in the muscle cell mem-
brane. A tetanus is a larger muscle contraction that results
from repetitive stimulation (multiple action potentials) of
the cell membrane. Its force represents the temporal sum-
mation of many twitch contractions.

. Isometric contraction results when an activated muscle is
prevented from shortening and force is produced without
movement.

. Isotonic contraction results when an activated muscle
shortens against an external force (or load). The external
load determines the force that the muscle will develop, and
the developed force determines the velocity of shortening.

. The length-tension curve describes the effect of the resting
length of a muscle on the isometric force it can develop.
This relationship, which passes through a maximum at the
normal length of the muscle in the body, is determined
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largely by the molecular and cellular ultrastructure of the
muscle.

. The force-velocity curve describes the inverse relationship

between the isotonic force and the shortening velocity in a
fully activated muscle.

The power output of an isotonically contracting skeletal
muscle is determined by the velocity of shortening, which
is determined by the size of the load; it is maximal at ap-
proximately one-third of the maximal isometric force.

All muscles are arranged so that they may be extended by
the action of antagonistic muscles or by an external force
such as gravity. Muscles do not forcibly reextend them-
selves after shortening.

The control of skeletal muscle contraction is exercised
through the thin filaments and is termed actin-linked.
Smooth muscle contraction is controlled primarily via the
thick filaments and is termed myosin-linked.

The links between cellular excitation and mechanical con-
traction in smooth muscle are varied and complex. In most
of the pathways, the cellular concentration of free calcium
ions is an important link in the process of activation and
contraction.

The primary step in the regulation of smooth muscle con-
traction is the phosphorylation of the regulatory light
chains of the myosin molecule, which is then free to inter-
act with actin. Relaxation involves phosphatase-mediated
dephosphorylation of the light chains.

The contractions of smooth muscle are considerably
slower than those of skeletal muscle, but are much more
economical in their use of cellular energy. A crossbridge
mechanism called the “latch state” enables some smooth
muscles to maintain contraction for extremely long periods
of time.

Smooth muscle tissues, especially those in the walls of dis-
tensible organs, can operate over a wide range of lengths.



hapter 8 dealt with the mechanics and activation of the

internal cellular processes that produce muscle con-
traction. This chapter treats muscles as organized tissues,
beginning with the events leading to membrane activation
by nerve stimulation and continuing with the outward me-
chanical expression of internal processes.

ACTIVATION AND CONTRACTION
OF SKELETAL MUSCLE

Skeletal muscle is controlled by the central nervous system
(CNS), which provides a pattern of activation that is suited
to the task at hand. The resulting contraction is further
shaped by mechanical conditions external to the muscle.
The connection between nerve and muscle has been stud-
ied for over a century, and a fairly clear picture of the
process has emerged. While the process functions amaz-
ingly well, its complexity means that critical failures can
lead to serious medical problems.

Impulse Transmission From Nerve to Muscle
Occurs at the Neuromuscular Junction

The contraction of skeletal muscle occurs in response to ac-
tion potentials that travel down somatic motor axons orig-
inating in the CNS. The transfer of the signal from nerve to
muscle takes place at the neuromuscular junction, also
called the myoneural junction or motor endplate. This
special type of synapse has a close association between the
membranes of nerve and muscle and a physiology much
like that of excitatory neural synapses (see Chapter 3).

The Structure of the Neuromuscular Junction. On
reaching a muscle cell, the axon of a motor neuron typically
branches into several terminals, which constitute the presy-
naptic portion of the neuromuscular junction. The termi-
nals lie in grooves or “gullies” in the surface of the muscle
cell, outside the muscle cell membrane, and a Schwann cell
covers them all (Fig. 9.1). Within the axoplasm of the nerve
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terminals are located numerous membrane-enclosed vesi-
cles containing acetylcholine (ACh). Mitochonderia, associ-
ated with the extra metabolic requirements of the terminal,
are also plentiful.

The postsynaptic portion of the junction or endplate
membrane is that part of the muscle cell membrane lying
immediately beneath the axon terminals. Here the mem-
brane is formed into postjunctional folds, at the mouths of
which are located many nicotinic ACh receptor molecules.
These are chemically gated ion channels that increase the
cation permeability of the postsynaptic membrane in re-
sponse to the binding of ACh. Between the nerve and mus-
cle is a narrow space called the synaptic cleft. Acetyl-
choline must diffuse across this gap to reach the receptors
in the postsynaptic membrane. Also located in the synaptic
cleft (and associated with the postsynaptic membrane) is
the enzyme acetylcholinesterase (AChE).

Chemical Events at the Neuromuscular Junction.
When the wave of depolarization associated with a nerve
action potential spreads into the terminal of a motor axon,
several processes are set in motion. The lowered membrane
potential causes membrane channels to open and external
calcium ions enter the axon. The rapid rise in intracellular
calcium causes the cytoplasmic vesicles of ACh to migrate
to the inner surface of the axon membrane, where they fuse
with the membrane and release their contents. Because all
the vesicles are of roughly the same size, they all release
about the same amount—a quantum—of neurotransmitter.
The transmitter release is called quantal; although so many
vesicles are normally activated at once, their individual
contributions are not separately identifiable.

When the ACh molecules arrive at the postsynaptic
membrane after diffusing across the synaptic cleft, they
bind to the ACh receptors. When two ACh molecules are
bound to a receptor, it undergoes a configurational change
that allows the relatively free passage of sodium and potas-
sium ions down their respective electrochemical gradients.
The binding of ACh to the receptor is reversible and rather
loose. Soon ACh diffuses away and is hydrolyzed by AChE
into choline and acetate, terminating its function as a trans-
mitter molecule, and the membrane permeability returns to
the resting state. The choline portion is taken up by the
presynaptic terminal for resynthesis of ACh, and the ace-
tate diffuses away into the extracellular fluid. These events
take place over a few milliseconds and may be repeated
many times per second without danger of fatigue.

Electrical Events at the Neuromuscular Junction. The
binding of the ACh molecules to postsynaptic receptors ini-
tiates the electrical response of the muscle cell membrane,
and what was a chemical signal becomes an electrical one.
The stages of the development of the electrical signal are
shown in Figure 9.2. With the opening of the postsynaptic
ionic channels, sodium enters the muscle cell and potassium
simultaneously leaves. Both ions share the same membrane
channels; in this and several other respects, the endplate
membrane is different from the general cell membrane of
muscles and nerves. The opening of the channels depends
only on the presence of neurotransmitter and not on mem-
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brane voltage, and the sodium and potassium permeability
changes occur simultaneously (rather than sequentially, as
they do in nerve or in the general muscle membrane). As a
result of the altered permeabilities, a net inward current,
known as the endplate current, depolarizes the postsynap-
tic membrane. This voltage change is called the endplate
potential. The voltage at which the net membrane current
would become zero is called the reversal potential of the
endplate (see Fig. 9.2), although time does not permit this
condition to become established because the AChE is con-
tinuously inactivating transmitter molecules.

To complete the circuit, the current flowing inward at
the postsynaptic membrane must be matched by a return
current. This current flows through the local muscle cyto-
plasm (myoplasm), out across the adjacent muscle mem-
brane and back through the extracellular fluid (Fig. 9.3). As
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sponses because of the close spacing of the electrodes.) Note the
time delays as a result of transmitter diffusion and endplate poten-
tial generation. The reversal potential is the membrane potential
at which net current flow is zero (i.e., inward Na™ and outward
K™ currents are equal).

this endplate current flows out across the muscle membrane
in regions adjacent to the endplate, it depolarizes the mem-
brane and causes voltage-gated sodium channels to open,
bringing the membrane to threshold. This leads to an ac-
tion potential in the muscle membrane. The muscle action
potential is propagated along the muscle cell membrane by
regenerative local currents similar to those in a nonmyeli-
nated nerve fiber.

The endplate depolarization is graded, and its ampli-
tude varies with the number of receptors with bound ACh.
If some circumstance causes reduced ACh release, the
amount of depolarization at the endplate could be corre-
spondingly reduced. Under normal circumstances, how-
ever, the endplate potential is much more than sufficient to
produce a muscle action potential; this reserve, referred to
as a safety factor, can help preserve function under abnor-
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mal conditions. The rate of rise of the endplate potential is
determined largely by the rate at which ACh binds to the
receptors, and indirect clinical measurements of the size
and rise time of the endplate potential are of considerable
diagnostic importance. The rate of decay is determined by
a combination of factors, including the rate at which the
ACh diffuses away from the receptors, the rate of hydroly-
sis, and the electrical resistance and capacitance of the end-
plate membrane.

Neuromuscular Transmission Can Be
Altered by Toxins, Drugs, and Trauma

The complex series of events making up neuromuscular
transmission is subject to interference at several steps.
Presynaptic blockade of the neuromuscular junction can
occur if calcium does not enter the presynaptic terminal to
participate in migration and emptying of the synaptic vesi-
cles. The drug hemicholinium interferes with choline up-
take by the presynaptic terminal and, thus, results in the de-
pletion of ACh. Botulinum toxin interferes with ACh
release. This bacterial toxin is used to treat focal dystonias
(see Clinical Focus Box 9.1).

Postsynaptic blockade can result from a variety of cir-
cumstances. Drugs that partially mimic the action of ACh
can be effective blockers. Derivatives of curare, originally
used as arrow poison in South America, bind tightly to ACh
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receptors. This binding does not result in opening of the
ion channels, however, and the endplate potential is re-
duced in proportion to the number of receptors occupied
by curare. Muscle paralysis results. Although the muscle
can be directly stimulated electrically, nerve stimulation is
ineffective. The drug succinylcholine blocks the neuro-
muscular junction in a slightly different way; this molecule
binds to the receptors and causes the channels to open. Be-
cause it is hydrolyzed very slowly by AChE, its action is
long lasting and the channels remain open. This prevents
resetting of the inactivation gates of muscle membrane
sodium channels near the endplate region and blocks sub-
sequent action potentials. Drugs that produce extremely
long-lasting endplate potentials are referred to as depolar-
izing blockers.

Compounds such as physostigmine (eserine) are potent
inhibitors of AChE and produce a depolarizing blockade.
In carefully controlled doses, they can temporarily alleviate
symptoms of myasthenia gravis, an autoimmune condition
that results in a loss of postsynaptic ACh receptors. The
principal symptom is muscular weakness caused by end-
plate potentials of insufficient amplitude. Partial inhibition
of the enzymatic degradation of ACh allows ACh to remain
effective longer and, thus, to compensate for the loss of re-
ceptor molecules.

Under normal conditions, ACh receptors are confined
to the endplate region of a muscle. If accidental denerva-
tion occurs (e.g., by the severing of a motor nerve), the en-
tire muscle becomes sensitive to direct application of ACh
within several weeks. This extrasynaptic sensitivity is due
to the synthesis of new ACh receptors, a process normally
inhibited by the electrical activity of the motor axon. Arti-
ficial electrical stimulation has been shown experimentally
to prevent the synthesis of new receptors, by regulating
transcription of the genes involved. If reinnervation occurs,
the extrasynaptic receptors gradually disappear. Muscle at-
rophy also occurs in the absence of functional innervation,
which also can be at least partially reversed with artificial
stimulation.

MECHANICAL PROPERTIES
OF SKELETAL MUSCLE

The variety of controlled muscular movements that humans
can make is remarkable, ranging from the powerful con-
tractions of a weightlifter's biceps to the delicate move-
ments of the muscles that position our eyes as we follow a
moving object. In spite of this diversity, the fundamental
mechanical events of the contraction process can be de-
scribed by a relatively small set of specially defined func-
tions that emphasize particular capabilities of muscle.

The Timing of Muscle Stimulation Is a
Critical Determinant of Contractile Function

A skeletal muscle must be activated by the nervous system
before it can begin contracting. Through the many
processes previously described, a single nerve action po-
tential arrives at each motor nerve axon terminal. A single
muscle action potential then propagates along the length
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CLINICAL FOCUS BOX 9.1

Focal Dystonias and Botulinum Toxin

Focal dystonias are neuromuscular disorders character-
ized by involuntary and repetitive or sustained skeletal
muscle contractions that cause twisting, turning, or
squeezing movements in a body part. Abnormal postures
and considerable pain, as well as physical impairment, of-
ten result. Usually the abnormal contraction is limited to a
small and specific region of muscles, hence, the term focal
(“by itself”). Dystonia means “faulty contraction.” Spas-
modic torticollis and cervical dystonia (involving neck
and shoulder muscles), blepharospasm (eyelid muscles),
strabismus and nystagmus (extraocular muscles), spas-
modic dysphonia (vocal muscles), hemifacial spasm
(facial muscles), and writer’s cramp (finger muscles in
the forearm) are common dystonias. Such problems are
neurological, not psychiatric, in origin, and sufferers can
have severe impairment of daily social and occupational
activities.

The specific cause is located somewhere in the central
nervous system (CNS), but usually its exact nature is un-
known. A genetic predisposition to the disorder may exist
in some cases. Centrally acting drugs are of limited effec-
tiveness, and surgical denervation, which carries a signifi-
cant risk of permanent and irreversible paralysis, may pro-
vide only temporary relief. However, recent clinical trials
using botulinum toxin to produce chemical denervation
show significant promise in the treatment of these disor-
ders.

Botulinum toxin is produced when the bacterium
Clostridium botulinum grows anaerobically. It is one of the
most potent natural toxins; a lethal dose for a human adult
is about 2 to 3 wg. The active portion of the toxin is a pro-
tein with a molecular weight of about 150,000 that is con-
jugated with a variable number of accessory proteins.
Type A toxin, the complex form most often used therapeu-

of each muscle fiber innervated by that axon terminal.
This leads to a single brief contraction of the muscle, a
twitch. Though the contractile machinery may be fully
activated (or nearly so) during a twitch, the amount of
force produced is relatively low because the activation is
so brief that the relaxation processes begin before con-
traction is fully established.

Effects of Repeated Stimulation. The duration of the ac-
tion potential in a skeletal muscle fiber is short (about 5
msec) compared to the duration of a twitch (tens or hun-
dreds of milliseconds, depending on muscle type, tempera-
ture, etc.). This means the absolute refractory period is also
brief, and the muscle fiber membrane can be activated
again long before the muscle has relaxed. Figure 9.4 shows
the result of stimulating a muscle that is already active as a
result of a prior stimulus. If the second stimulus is given dur-
ing relaxation (Fig. 9.4B), well outside the refractory period
caused by the first stimulus, significant additional force is
developed. This additional force increment is associated
with a second release of calcium ions from the SR, which
adds to the calcium already there and reactivates actin and
myosin interactions (see Chapter 8). When the second

tically, has a total molecular weight of 900,000 and is sold
under the trade names Botox and Oculinum.

The toxin first binds to the cell membrane of presynap-
tic nerve terminals in skeletal muscles. The initial binding
does not appear to produce paralysis until the toxin is ac-
tively transported into the cell, a process requiring more
than an hour. Once inside the cell, the toxin disrupts cal-
cium-mediated ACh release, producing an irreversible
transmission block at the neuromuscular junction. The
nerve terminals begin to degenerate, and the denervated
muscle fibers atrophy. Eventually, new nerve terminals
sprout from the axons of affected nerves and make new
synaptic contact with the chemically denervated muscle
fibers. During the period of denervation, which may be
several months, the patient usually experiences consider-
able relief of symptoms. The relief is temporary, however,
and the treatment must be repeated when reinnervation
has occurred.

Clinically, highly diluted toxin is injected into the indi-
vidual muscles involved in the dystonia. Often this is done
in conjunction with electrical measurements of muscle ac-
tivity (electromyography) to pinpoint the muscles in-
volved. Patients typically begin to experience relief in a few
days to a week. Depending on the specific disorder, relief
may be dramatic and may last for several months or more.
The abnormal contractions and associated pain are greatly
reduced, speech can become clear again, eyes reopen and
cease uncontrolled movements and, often, normal activi-
ties can be resumed.

The principal adverse effect is a temporary weakness of
the injected muscles. A few patients develop antibodies to
the toxin, which renders its further use ineffective. Studies
have shown that the toxin’s activity is confined to the in-
jected muscles, with no toxic effects noted elsewhere.
Long-term effects of the treatment, if any, are unknown.

stimulus closely follows the first (even before force has be-
gun to decline), the myoplasmic calcium concentration is
still high (Fig. 9.4C), and the effect of the additional cal-
cium ions is to increase the force and, to some extent, the
duration of the twitch because a larger amount of calcium
is present in the region of the myofilaments.

If stimuli are given repeatedly and rapidly, the result is a
sustained contraction called a tetanus. When the contrac-
tions occur so close together that no fluctuations in force
are observed, a fused tetanus results. The repetition rate at
which this occurs is the tetanic fusion frequency, typically
20 to 60 stimuli per second, with the higher rates found in
muscles that contract and relax rapidly. Figure 9.5 shows
these effects in a special situation, in which the interval be-
tween successive stimuli is steadily reduced and the muscle
responds at first with a series of twitches that become fused
into a smooth tetanus at the highest stimulus frequency. Be-
cause it involves events that occur close together in time, a
tetanus is a form of temporal summation.

Higher Forces Are Produced During a Tetanus. The
amount of force produced in a tetanus is typically several
times that of a twitch; the disparity is expressed as the
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@Temporal summation of muscle twitches. A,
The first contraction is in response to a single
action potential. B, The next contraction shows the summed re-
sponse to a second stimulus given during relaxation; the two indi-
vidual responses are evident. C, The last contraction is the result
of two stimuli in quick succession. Though measured force was
still rising when the second stimulus was given, the fact that there
could be an added response shows that internal activation had be-
gun to decline. In all cases, the solid line in the lower graph rep-
resents the actual summed tension.

tetanus-twitch ratio. The relaxation processes during a
twitch, particularly the reuptake of calcium, begin to oper-
ate as soon as the muscle is activated, and full activation is
brief (lasting less time than that required for the muscle to
reach its peak force). Multiple stimuli, as in a tetanus, are
needed for the full force to be expressed.

Another factor explaining the higher muscle force pro-
duced with repetitive stimulation is mechanical. Even if the
ends of a muscle are held rigidly, internal dimensional
changes take place on activation. Some of this internal mo-
tion is associated with the crossbridges, and the tendons at
either end of the muscle make a considerable contribution.
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@Fusion of twitches into a smooth tetanus.
The interval between successive stimuli steadily

decreases until no relaxation occurs between stimuli.
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These deformable structures comprise the series elastic
component of the muscle, and their extension takes a sig-
nificant amount of time. The brief activation time of a
twitch is not sufficient to extend the series elastic compo-
nent fully, and not all of the potential force of the contrac-
tion is realized. Repeated activation in tetanus allows time
for the internal “slack” to be more fully taken up, and more
force is produced. Muscles with a large amount of series
elasticity have a large tetanus-twitch ratio. The presence of
series elasticity in human muscles provides some protection
against sudden overloads of a muscle and allows for a small
amount of mechanical energy storage. In jumping animals,
such as kangaroos, a large fraction of muscular energy is
stored in the elastic tendons and contributes significantly
to the economy of locomotion.

Partial Activation of a Whole Muscle. Since a skeletal
muscle consists of many fibers, each supplied by its own
branch of a motor axon, it is possible (and usual) that only
a portion of the muscle will be activated at any one time.
The pattern of activation is determined by the CNS and by
the distribution of the motor axons among the muscle
fibers. A typical motor axon branches as it courses through
the muscle, and each of its terminal branches innervates a
single muscle fiber. All the fibers supplied by a single mo-
tor axon will contract together when a nerve action poten-
tial travels from the central nervous system and divides
among the branches.

A single motor axon and all of the fibers it innervates are
called a motor unit. Contractions in only some of the fibers
in a motor unit are impossible, so the motor unit is normally
the smallest functional unit of a muscle. In muscles adapted
for fine and precise control, only a few muscle fibers are as-
sociated with a given motor axon; in muscles in which high
force is more important, a single motor axon controls many
more muscle fibers. The total force produced by a muscle is
determined by the number of motor units active at any one
time; as more motor units are brought into play, the force
increases. This phenomenon, called motor unit summa-
tion, is illustrated in Figure 9.6. The force of contraction of
the whole muscle is further modified by the degree of acti-
vation of each motor unit in the muscle; some may be fully
tetanized, while others may be at rest or produce only a se-
ries of twitches. During a sustained contraction, the pattern
of activity is continually changed by the CNS, and the bur-
den of contraction is shared among the motor units. This
results in a smooth contraction, with the force precisely
controlled to produce the desired movement (or lack of it).

Externally Imposed Conditions
Also Affect Contraction

Mechanical factors external to the muscle also influence the
force and speed of contraction. For example, if a muscle is
not allowed to shorten when it is stimulated, it will develop
more force than it would if its length were allowed to
change. If a muscle is in the process of lifting a load, its
force of contraction is determined by the size of the load,
not by the capabilities of the muscle. The speed with which
a muscle shortens is likewise determined, at least in part, by
external conditions.
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a simple summation of two twitches; in the second, a brief tetanus
in one motor unit sums with a twitch in the other.

Isometric Contraction. If a muscle is prevented from
shortening when activated, the muscle will express its con-
tractile activity by pulling against its attachments and de-
veloping force. This type of contraction is termed isomet-
ric (meaning “same length”). The forces developed during
an isometric contraction can be studied by attaching a dis-
sected muscle to an apparatus similar to that shown in Fig-
ure 9.7. This arrangement provides for setting the length of
the muscle and tracing a record of force versus time. In a
twitch, isometric force develops relatively rapidly, and sub-
sequent isometric relaxation is somewhat slower. The dura-
tions of both contraction time and relaxation time are re-
lated to the rate at which calcium ions can be delivered to
and removed from the region of the crossbridges, the actual
sites of force development. During an isometric contrac-
tion, no actual physical work is done on the external envi-
ronment because no movement takes place while the force
is developed. The muscle, however, still consumes energy
to fuel the processes that generate and maintain force.

Isotonic Contraction. When conditions are arranged so
the muscle can shorten and exert a constant force while do-
ing so, the contraction is called isotonic (meaning “same
force”). In the simplest conditions, this constant force is
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A simple apparatus for recording isometric
contractions. The length of the muscle
(marked on the graph by the pen attached near its lower end) is
adjustable at rest but is held constant during contraction. The
force transducer provides a record of the isometric force response

to a single stimulus at a fixed length (isometric by definition).
(Force, length, and time units are arbitrary.)

provided by the load a muscle lifts. This load is called an af-
terload, since its magnitude and presence are not apparent
to the muscle until after it has begun to shorten.
Recording an isotonic contraction requires modification
of the apparatus used to study isometric contraction (Fig.
9.8). Here the muscle is allowed to shorten while lifting an
afterload, which is provided by the attached weight. This
weight is chosen to present somewhat less than the peak
force capability of the muscle. When the muscle is stimu-
lated, it will begin to develop force without shortening,
since it takes some time to build up enough force to begin
to lift the weight. This means that early on, the contraction
is isometric (phase 1; Fig. 9.8). After sufficient force has
been generated, the muscle will begin to shorten and lift
the load (phase 2). The contraction then becomes isotonic
because the force exerted by the muscle exactly matches
that of the weight, and the mass of the weight does not
vary. Therefore, the upper tracing in Figure 9.8 shows a flat
line representing constant force, while the muscle length
(lower tracing) is free to change. As relaxation begins
(phase 3), the muscle lengthens at constant force because it
is still supporting the load; this phase of relaxation is iso-
tonic, and the muscle is reextended by the weight. When
the muscle has been extended sufficiently to return to its
original length, conditions again become isometric (phase
4), and the remaining force in the muscle declines as it
would in a purely isometric twitch. In almost all situations
encountered in daily life, isotonic contraction is preceded
by isometric force development; such contractions are
called mixed contractions (isometric-isotonic-isometric).
The duration of the early isometric portion of the con-
traction varies, depending on the afterload. At low after-
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ing of a single isotonic switch. The pen at
the lower end of the muscle marks its length, and the weight at-
tached to the muscle provides the afterload, while the platform
beneath the weight prevents the muscle from being overstretched
at rest. The first part of the contraction, until sufficient force has
developed to lift the weight, is isometric. During shortening and

loads, the muscle requires little time to develop sufficient
force to begin to shorten, and conditions will be isotonic
for a longer time. Figure 9.9 presents a series of three
twitches. At the lowest afterload (weight A only), the iso-
metric phase is the briefest and the isotonic phase is the
longest with the lowest force. With the addition of weight
B, the afterload is doubled and the isometric phase is
longer, while the isotonic phase is shorter with twice the
force. If weight C is added, the combined afterload repre-
sents more force that the muscle can exert, and the con-
traction is isometric for its entire duration. The speed and
extent of shortening depend on the afterload in unique
ways described shortly.

Other Types of Contraction. Other physical situations
are sometimes encountered that modify the type of mus-
cle contraction. When the force exerted by a shortening
muscle continuously increases as it shortens, the contrac-

Time

isotonic relaxation the force is constant (isotonic conditions), and
during the final relaxation, conditions are again isometric because
the muscle no longer lifts the weight. The dotted lines in the force
and length traces show the isometric twitch that would have re-
sulted if the force had been too large (greater than 3 units) for the
muscle to lift. (Force, length, and time units are arbitrary.) (See
text for details.)

tion is said to be auxotonic. Drawing back a bowstring is
an example of this type of contraction. If the force of con-
traction decreases as the muscle shortens, the contraction
is called meiotonic.

In the body, a concentric contraction is one in which
shortening (not necessarily isotonic) takes place. In an
eccentric contraction, a muscle is extended (while active)
by an external force. Activities such as descending stairs
or landing from a jump utilize this type of contraction.
Such contractions are potentially dangerous because the
muscle can experience forces that are larger than it could
develop on its own, and tearing (strain) injuries can re-
sult. A static contraction results in no movement, but this
may be due to partial activation (fewer motor units ac-
tive) opposing a load that is not maximal. (This is differ-
ent from a true isometric contraction, in which shorten-
ing is physically impossible regardless of the degree of
activation.)
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mA series of afterloaded isotonic contrac-

tions. The curves labeled A and A + B corre-
spond to the force and shortening records during the lifting of
those weights. In each case, the adjustable platform prevents the
muscle from being stretched by the attached weight, and all con-

Special Mechanical Arrangements Allow a More
Precise Analysis of Muscle Function

The types of contraction described above provide a basis

for a better understanding of muscle function. The isomet-

ric and isotonic mechanical behavior of muscle can be de-

scribed in terms of two important relationships:

e The length-tension curve, treating isometric contraction
at different muscle lengths

e The force-velocity curve, concerned with muscle per-
formance during isotonic contraction

Isometric Contraction and the Length-Tension Curve.
Because it is made of contractile proteins and connective
tissue, an isolated muscle can resist being stretched at rest.
When it is very short, it is slack and will not resist passive
extension. As it is made longer and longer, however, its re-
sisting force increases more and more. Normally a muscle is

Time

tractions start from the same muscle length. Note the lower force
and greater shortening with the lower weight (A). If weight C (to-
tal weight = A + B + C) is added to the afterload, the muscle
cannot lift it, and the entire contraction remains isometric. (Force,
length, and time units are arbitrary.)

protected against overextension by attachments to the
skeleton or by other anatomic structures. If the muscle has
not been stimulated, this resisting force is called passive
force or resting force.

The relationship between force and length is much dif-
ferent in a stimulated muscle. The amount of active force or
active tension a muscle can produce during an isometric
contraction depends on the length at which the muscle is
held. At a length roughly corresponding to the natural
length in the body, the resting length, the maximum force
is produced. If the muscle is set to a shorter length and then
stimulated, it produces less force. At an extremely short
length, it produces no force at all. If the muscle is made
longer than its optimal length, it produces less force when
stimulated. This behavior is summarized in the length-ten-
sion curve (Fig. 9.10).

In Figure 9.10, the left side of the top graph shows the
force produced by a series of twitches made over the range
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of muscle lengths indicated at the left side of the bottom
graph. Information from these traces is plotted at the right.
The total peak force from each twitch is related to each
length (dotted lines). The muscle length is changed only
when the muscle is not stimulated, and it is held constant
(isometric) during contraction. The difference between the
total force and the passive force is called the active force
(see inset; Fig. 9.10). The active force results directly from
the active contraction of the muscle.

The length-tension curve shows that when the muscle is
either longer or shorter than optimal length, it produces
less force. Myofilament overlap is a primary factor in deter-
mining the active length-tension curve (see Chapter 8).
However, studies have demonstrated that at very short
lengths, the effectiveness of some steps in the excitation-
contraction coupling process is reduced—binding of cal-
cium to troponin is less and there is some loss of action po-
tential conduction in the T tubule system.

The functional significance of the length-tension curve
varies among the different muscle types. Many skeletal
muscles are confined by their skeletal attachments to a rel-
atively short region of the curve that is near the optimal
length. In these cases, the lever action of the skeletal sys-
tem, not the length-tension relationship, is of primary im-
portance in determining the maximal force the muscle can
exert. Cardiac muscle, however, normally works at lengths
significantly less than optimal for force production, but its
passive length-tension curve is shifted to shorter lengths
(see Chapter 10). The length-tension relationship is, there-
fore, very important when considering the ability of cardiac
muscle to adjust to changes in length (related to the volume
of blood contained in the heart) to meet the body's chang-
ing needs. The role of the length-tension curve in smooth
muscle is less clearly understood because of the great di-
versity among smooth muscles and their physiological
roles. For all muscle types, however, the length-tension
curve has provided important information about the cellu-
lar and molecular mechanisms of contraction.

TotaLActive

passive
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wA length-tension curve for skeletal
muscle. Contractions are made at several
resting lengths, and the resting (passive) and peak (total)
forces for each twitch are transferred to the graph at the
right. Subtraction of the passive curve from the total curve
yields the active force curve. These curves are further illus-

trated in the lower right corner of the figure. (Force, length,
and time units are arbitrary.) (See text for details.)

Isotonic Contraction and the Force-Velocity Curve.
Everyday experience shows that the speed at which a mus-
cle can shorten depends on the load that must be moved.
Simply stated, light loads are lifted faster than heavy ones.
Detailed analysis of this observation can provide insight
into how the force and shortening of muscles are matched
to the external tasks they perform, as well as how muscles
function internally to liberate mechanical energy from their
metabolic stores. The analysis is performed by arranging a
muscle so that it can be presented with a series of afterloads
(see Fig. 9.9; Fig. 9.11). When the muscle is maximally
stimulated, lighter loads are lifted quickly and heavier loads
more slowly. If the applied load is greater than the maximal
force capability of the muscle, known as F,.x, no shorten-
ing will result and the contraction will be isometric. If no
load is applied, the muscle will shorten at its greatest possi-
ble speed, a velocity known as V.

The initial velocity—the speed with which the muscle
begins to shorten—is measured at various loads. Initial ve-
locity is measured because the muscle soon begins to slow
down; as it gets shorter, it moves down its length-tension
curve and is capable of less force and speed of shortening.
When all the initial velocity measurements are related to
each corresponding afterload lifted, an inverse relationship
known as the force-velocity curve is obtained. The curve is
steeper at low forces. When the measurements are made on
a fully activated muscle, the force-velocity curve defines
the upper limits of the muscle’s isotonic capability. In prac-
tice, a completely unloaded contraction is very difficult to
arrange, but mathematical extrapolation provides an accu-
rate V.« value.

Figure 9.11 shows a force-velocity curve made from such
a series of isotonic contractions. The initial velocity points
(A-D) correspond to the contractions shown at the top.
Factors that modify muscle performance, such as fatigue or
incomplete stimulation (e.g., fewer motor units activated),
result in operation below the limits defined by the force-ve-
locity curve.
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wForce-velocity and power output curves for
skeletal muscle. Contractions at four different
afterloads (decreasing left to right) are shown in the top graphs.
Note the differences in the amounts of shortening. The initial
shortening velocity (slope) is measured (Vg, V¢, Vp) and the cor-
responding force and velocity points plotted on the axes in the
bottom graph. Also shown is power output, the product of force
and velocity. Note that it reaches a maximum at an afterload of
about one-third of the maximal force. (Force, length, and time
units are arbitrary.)

Consideration of the force-velocity relationship of mus-
cle can provide insight into how it functions as a biological
motor, its primary physiological role. For instance, V.«
represents the maximal rate of crossbridge cycling; it is di-
rectly related to the biochemistry of the actin-myosin
ATPase activity in a particular muscle type and can be used
to compare the properties of different muscles.

Because isotonic contraction involves moving a force
(the afterload) through a distance, the muscle does physi-
cal work. The rate at which it does this work is its power
output (see Figure 9.11). The factors represented in the
force-velocity curve are thus relevant to questions of mus-
cle work and power. At the two extremes of the force-ve-

locity curve (zero force, maximal velocity and maximal
force, zero velocity), no work is done because, by defini-
tion, work requires moving a force through a distance. Be-
tween these two extremes, work and power output pass
through a maximum at a point where the force is approxi-
mately one-third of its maximal value. The peak of the
curve represents the combination of force and velocity at
which the greatest power output is produced; at any after-
load force greater or smaller than this, less power can be
produced. It also appears in skeletal muscle that the optimal
power output occurs under nearly the same conditions at
which muscle efficiency, the amount of power produced
for a given metabolic energy input, is greatest.

In terms of mechanical work, the chemical reactions of
muscle are about 20% efficient; the energy from the re-
maining 80% of the fuel consumed (ATP) appears as heat.
In some forms of locomotion, such as running, the meas-
ured efficiency is higher, approaching 40% in some cases.
This apparent increase is probably due to the storage of
mechanical energy (between strides) in elastic elements of
the muscle and in the potential and kinetic energy of the
moving body. This energy is then partly returned as work
during the subsequent contraction. It has also been shown
that stretching an active muscle (e.g., during running or de-
scending stairs) can greatly reduce the breakdown of ATP,
since the crossbridge cycle is disrupted when myofilaments
are forced to slide in the lengthening direction.

These force-velocity and efficiency relationships are im-
portant when endurance is a significant concern. Athletes
who are successful in long-term physical activity have
learned to optimize their power output by “pacing” them-
selves and adjusting the velocity of contraction of their
muscles to extend the duration of exercise. Such adjust-
ments obviously involve compromises, as not all of the
many muscles involved in a particular task can be used at
optimal loading and rate and subjective factors, such as ex-
perience and training, enter into performance.

In rapid, short-term exercise, it is possible to work at an
inefficient force-velocity combination to produce the most
rapid or forceful movements possible. Such activity must
necessarily be of more limited duration than that carried
out under conditions of maximal efficiency. Examples of at-
tempts at optimal matching of human muscles to varying
loads can be found in the design of human-powered ma-
chinery, pedestrian ramps, and similar devices.

Interactions Between Isometric and Isotonic Contractions.
The length-tension curve represents the effect of length on
the isometric contraction of skeletal muscle. During iso-
tonic shortening, however, muscle length does change
while the force is constant. The limit of this shortening is
also described by the length-tension curve. For example, a
lightly loaded muscle will shorten farther than one starting
from the same length and bearing a heavier load. If the mus-
cle begins its shortening from a reduced length, its subse-
quent shortening will be reduced. These relationships are
diagrammed in Figure 9.12. In the case of day-to-day skele-
tal muscle activity, these limits are not usually encountered
because voluntary adjustments of the contracting muscle are
usually made to accomplish a specific task. In the case of car-
diac muscle, however, such interrelationships between force
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approaches. Relaxation data, not shown on the graph, would
trace out the same pathways in reverse. (Force, length, and time
units are arbitrary.)

and length are of critical importance in functional adjust-
ment of the beating heart (see Chapter 10).

The Anatomic Arrangement of Muscle Is a
Prime Determinant of Function

Anatomic location places restrictions on muscle function
by limiting the amount of shortening or determining the
kinds of loads encountered. Skeletal muscle is generally at-
tached to bone, and bones are attached to each other. Be-
cause of the way the muscles are attached and the skeleton
is articulated, the bones and muscles together constitute a
lever system. This arrangement influences the physiology
of the muscles and the functioning of the body as a whole.
In most cases, the system works at a mechanical disadvan-
tage with respect to the force exerted. The shortening ca-
pability of skeletal muscle by itself is rather limited, and the
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@Antagonistic pairs and the lever system of
skeletal muscle. Contraction of the biceps
muscle lifts the lower arm (flexion) and elongates the triceps,
while contraction of the triceps lowers the arm and hand (exten-
sion) and elongates the biceps. The bones of the lower arm are
pivoted at the elbow joint (the fulcrum of the lever); the force of
the biceps is applied through its tendon close to the fulcrum; the
hand is 7 times as far away from the elbow joint. Thus, the hand
will move 7 times as far (and fast) as the biceps shortens (lever ra-
tio, 7:1), but the biceps will have to exert 7 times as much force as
the hand is supporting.

skeletal lever system multiplies the distance over which an
extremity can be moved (Fig. 9.13). However, this means
the muscle must exert a much greater force than the actual
weight of the load being lifted (the muscle force is in-
creased by the same ratio that the length change at the end
of the extremity is increased). In the case of the human
forearm, the biceps brachii, when moving a force applied to
the hand, must exert a force at its insertion on the radius
that is approximately 7 times as great. However, the result-
ing movement of the hand is approximately 7 times as far
and 7 times as rapid as the shortening of the muscle itself.
Muscles may be subject to large forces and this can lead to
muscle injury (see Clinical Focus Box 9.2).

Acting independently, a muscle can only shorten, and
the force to relengthen it must be provided externally.
These actions are achieved by the arrangement of muscles
into antagonistic pairs of flexors and extensors. For exam-
ple, the shortening of the biceps is countered by the action
of the triceps; the triceps, in turn, is relengthened by con-
traction of the biceps. In some cases, gravity provides the
restoring force.

Metabolic and Structural Adaptations
Fit Skeletal Muscle for a Variety of Roles

Specific skeletal muscles are adapted for specialized func-
tions. These adaptations involve primarily the structures
and chemical reactions that supply the contractile system
with energy. The enzymatic properties (i.e., the rate of
ATP hydrolysis) of actomyosin ATPase also vary. The ba-
sic structural features of the sarcomeres and the thick/thin
filament interactions are, however, essentially the same
among the types of skeletal muscle.

Chapter 8 detailed the biochemical reactions responsi-
ble for providing ATP to the contractile system. Recall that
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CLINICAL FOCUS BOX 9.2

Strain Injuries to Muscle

Skeletal muscle is subject to being damaged in several
ways. In accidents that result in crushing or laceration,
considerable muscle damage can occur. However, dam-
age directly related to the contractile function of muscle is
also possible. Such injuries are incidental to the muscle’s
primary function of exerting force and causing motion. In
the areas of sports or physical labor, muscle strain is the
most common type of injury.

The muscles most susceptible to injury are those of the
limbs, especially those that go from joint to joint (e.g., the
gastrocnemius or the rectus femoris) or that have a com-
plex architecture (e.g., the adductor longus and, again, the
rectus femoris). Often the injury will be confined to one
muscle of a group used to perform a specific action. Injury
can occur to a muscle that is overstretched while unstimu-
lated, but most injuries occur during eccentric contraction,
that is, during the forced extension of an activated muscle.
Under such circumstances, the force in the muscle may
rise to a level considerably higher than could be attained in
an isometric contraction; relatively few injuries occur un-
der isometric or isotonic (concentric) contraction condi-
tions. The site of injury is most often at the myotendinous
junction, a location that can be determined by physical ex-
amination and confirmed by magnetic resonance imaging
(MRI) or by a computed tomography (CT) scan. There may
also be extensive damage throughout the muscle itself. In
some cases, there is complete disruption of the muscle
(avulsion), although usually separation is not complete.
Symptoms of a muscle strain injury include obvious sore-
ness, weakness, delayed swelling, and “bunching up” in
extreme cases.

Several predisposing factors may cause a muscle strain
injury, including relative weakness of a given muscle, result-
ing from a lack of training early in a sports season, and fa-
tigue, which leads to increased injury late in an athletic
event. In general, factors that make a muscle less able to con-

muscle fibers contain both glycolytic (anaerobic) and ox-
idative (aerobic) metabolic pathways, which differ in their
ability to produce ATP from metabolic fuels, particularly
glucose and fatty acids. Among muscle fibers, the relative
importance of each pathway and the presence or absence of
associated supporting organelles and structures vary. These
variations form the basis for the classification of skeletal
muscle fiber types (Table 9.1). A typical skeletal muscle
usually contains a mixture of fiber types, but in most mus-
cles a particular type predominates. The major classifica-
tion criteria are derived from mechanical measurements of
muscle function and histochemical staining techniques in
which dyes for specific enzymatic reactions are used to
identify individual fibers in a muscle cross section.

Red Muscle Fibers and Aerobic Metabolism. The color
differences of skeletal muscles arise from differences in the
amount of myoglobin they contain. Similar to the related
red blood cell protein hemoglobin, myoglobin can bind,
store, and release oxygen. It is abundant in muscle fibers
that depend heavily on aerobic metabolism for their ATP

tract also predispose it to strain injury; laboratory experi-
ments have shown that muscles in better physical condition
are better able to safely absorb the energy that leads to in-
jury. Retraining too rapidly or too soon after an injury or re-
turning to activity too soon also make reinjury more likely.

Delayed-onset muscle soreness, as often experienced
after unaccustomed exercise, also results from strain in-
jury, but on a smaller scale. Muscle subjected to overload
during eccentric contraction shows reduced contractile
ability and ultrastructural damage to the contractile ele-
ments, especially at the Z lines. The pain peaks 1 to 2 days
after exercise; as the healing progresses, the muscle be-
comes more able to withstand microinjury. Repeated
bouts of exercise are tolerated increasingly well and are
associated with the hypertrophy of the muscle; hence, the
familiar phrase, “No pain, no gain.”

Treatments for muscle strain injury are rather limited.
They include the application of ice packs and enforced rest
of the injured muscle. Nonsteroidal anti-inflammatory
drugs (NSAIDs) can lessen the pain, but they also appear
to delay healing somewhat. For injuries in which an actual
separation of the muscle and tendon occurs, surgical re-
pair is necessary. Massaging of an injured muscle does not
appear to be as beneficial as light exercise, which may help
to increase blood flow and promote healing. Recovery
from strain injury is associated with the gradual regaining
of strength, which will eventually reach near-normal levels
if reinjury is avoided. Some muscle tissue is permanently
replaced with scar tissue, which may change the geometry
of the muscle. Most recovered muscles will have a some-
what increased susceptibility to injury for an extended pe-
riod of time.

Precautions for avoiding strain injury include adequate
physical conditioning and practiced expertise at the task at
hand. Preexercise stretching and warm-up may be of some
value in preventing strain injury, although the experimen-
tal evidence is equivocal.

supply, where it facilitates oxygen diffusion (and serves as a
minor auxiliary oxygen source) in times of heavy demand.
Red muscle fibers are divided into slow-twitch fibers and
fast-twitch fibers on the basis of their contraction speed
(see Table 9.1). The differences in rates of contraction
(shortening velocity or force development) arise from dif-
ferences in actomyosin ATPase activity (i.e., in the basic
crossbridge cycling rate). Mitochondria are abundant in
these fibers because they contain the enzymes involved in
aerobic metabolism.

White Muscle Fibers and Anaerobic Metabolism. White
muscle fibers, which contain little myoglobin, are fast-
twitch fibers that rely primarily on glycolytic metabolism.
They contain significant amounts of stored glycogen,
which can be broken down rapidly to provide a quick
source of energy. Although they contract rapidly and pow-
erfully, their endurance is limited by their ability to sustain
an oxygen deficit (i.e., to tolerate the buildup of lactic
acid). They require a period of recovery (and a supply of
oxygen) after heavy use. White muscle fibers have fewer
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Classification of Skeletal Muscle Fiber Types

Fast Twitch

Slow Twitch

Fast

Metabolic Type Glycolytic (White)

Slow
Oxidative (Red)

Fast Oxidative-
Glycolytic (Red)

Metabolic properties
ATPase activity High
ATP source(s) Anaerobic glycolysis

Glycolytic enzyme content High
Number of mitochondria Low
Myoglobin content Low
Glycogen content High
Fatigue resistance Low
Mechanical properties

Contraction speed Fast
Force capability High
SR Ca?*-ATPase activity High
Motor axon velocity 100 m/sec
Structural properties

Fiber diameter Large
Number of capillaries Few

Functional role in body Rapid and powerful
movements

Typical example Latissimus dorsi

mitochondria than red muscle fibers because the reactions
of glycolysis take place in the myoplasm. There are indica-
tions that enzymes of the glycolytic pathway may be
closely associated with the thin filament array.

Red and White Fibers and Muscle Function. The relative
proportions of red and white muscle fibers fit muscles for
different uses in the body. Muscles containing primarily
slow-twitch oxidative red fibers are specialized for functions
requiring slow movements and endurance, such as the main-
tenance of posture. Muscles containing a preponderance of
fast-twitch red fibers support faster and more powerful con-
tractions. They also typically contain varying numbers of
fast-twitch white fibers; their resulting ability to use both
aerobic and anaerobic metabolism increases their power and
speed. Muscles containing primarily fast-twitch white fibers
are suited for rapid, short, powerful contractions.

Fast muscles, both white and red, not only contract rap-
idly but also relax rapidly. Rapid relaxation requires a high
rate of calcium pumping by the SR, which is abundant in
these muscles. In such muscles, the energy used for calcium
pumping can be as much as 30% of the total consumed. Fast
muscles are supplied by large motor axons with high con-
duction velocities; this correlates with their ability to make
quick and rapidly repeated contractions.

Muscle Fatigue. During a period of heavy exercise, espe-
cially when working above 70% of maximal aerobic capac-
ity, skeletal muscle is subject to fatigue. The speed and
force of contraction are diminished, relaxation time is pro-
longed, and a period of rest is required to restore normal
function. While there is a close correlation between the ox-

High Low
Anaerobic glycolysis/ Oxidative
Oxidative phosphorylation phosphorylation

Moderate Low
High High
High High
Moderate Low
Moderate High
Fast Slow
Medium Low
High Moderate
100 m/sec 85 m/sec
Moderate Small
Many Many

Medium endurance Postural/endurance

Mixed-fiber muscle, such Soleus

as vastus lateralis

idative capacity of a particular muscle fiber type and its fa-
tigue resistance, chemical measurements of fatigued skele-
tal muscle specimens have shown that the ATP content,
while reduced, is not completely exhausted. In well-moti-
vated subjects, CNS factors do not appear to play an im-
portant role in fatigue, and transmission at the neuromus-
cular junction has such a large safety factor that impaired
transmission also does not contribute to fatigue.

Studies on isolated muscle have distinguished two dif-
ferent mechanisms producing fatigue. Stimulation of the
muscle at a rate far above that necessary for a fused tetanus
quickly produces high-frequency stimulation fatigue; re-
covery from this condition is rapid (a few tens of seconds).
In this type of fatigue, the principal defect seems to be a
failure in T tubule action potential conduction, which leads
to less Ca®" release from the SR. Under most in vivo cir-
cumstances, feedback mechanisms in neural motor path-
ways work to reduce the stimulation to the minimum nec-
essary for a smooth tetanus, and this type of fatigue is
probably not often encountered.

Prolonged or repeated tetanic stimulation produces a
longer-lasting fatigue with a longer recovery time. This type
of fatigue—low-frequency stimulation fatigue—is related
to the muscle’s metabolic activities. The buildup of metabo-
lites produced by crossbridge cycling, especially inorganic
phosphate (P;) and H* ions, reduces calcium sensitivity of
the myofilaments and the contractile force generated per
crossbridge. The reduced amount of metabolic energy
available to the calcium transport system in the SR leads to
reduced Ca?* pumping. As a result, relaxation time in-
creases and there is less Ca®* available to activate the con-
traction with each stimulus, resulting in lowered peak force.
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PROPERTIES OF SMOOTH MUSCLE

The properties of skeletal muscle described thus far apply
in a general way to smooth muscle. Many of the basic mus-
cle properties are highly modified in smooth muscle, how-
ever, because of the very different functional roles it plays
in the body. The adaptations of smooth muscle structure
and function are best understood in the context of the spe-
cial requirements of the organs and systems of which
smooth muscle is an integral component. Of particular im-
portance are the high metabolic economy of smooth mus-
cle, which allows it to remain contracted for long periods
with little energy consumption, and the small size of its
cells, which allows precise control of very small structures,
such as blood vessels. Most smooth muscles are not discrete
organs (like individual skeletal muscles) but are intimate
components of larger organs. It is in the context of these
specializations that the physiology of smooth muscle is
best understood.

Structural Arrangements Equip
Smooth Muscle for Its Special Roles

While there are major differences among the organs and
systems in which smooth muscle plays a major part, the
structure of smooth muscle is quite consistent at the tissue
level and even more similar at the cellular level. Several
typical arrangements of smooth muscle occur in a variety
of locations.

The variety of smooth muscle tasks—regulating and
promoting movement of fluids, expelling the contents of
organs, moving visceral structures—is accomplished by a
few basic types of tissue structures. All of these structures
are subject, like skeletal muscle, to the requirement for an-
tagonistic actions: If smooth muscle contracts, an external
force must lengthen it again. The structures described be-
low provide these restoring forces in a variety of ways.

Circular Organization: Blood Vessels. The simplest
smooth muscle arrangement is found in the arteries and
veins of the circulatory system. Smooth muscle cells are
oriented in the circumference of a vessel so that shortening
of the fibers results in reducing the vessel's diameter. This
reduction may range from a slight narrowing to a complete
obstruction of the vessel lumen, depending on the physio-
logical needs of the body or organ. The orientation of the
cells in the vessel walls is helical, with a very shallow pitch.
In the larger muscular vessels, particularly arteries, there
may be many layers of cells and the force of contraction
may be quite high; in small arterioles, the muscle layer may
consist of single cells wrapped around the vessel. The blood
pressure provides the force to relengthen the cells in the
vessel walls. This type of muscle organization is extremely
important because the narrowing of a blood vessel has a
powerful influence on the rate of blood flow through it (see
Chapters 12 and 15). This circular arrangement is also
prominent in the airways of the lungs, where it regulates
the flow of air.

A further specialization of the circular muscle arrange-
ment is a sphincter, a thickening of the muscular portion of
the wall of a hollow or tubular organ, whose contraction

has the effect of restricting flow or stopping it completely.
Many sphincters, such as those in the gastrointestinal and
urogenital tracts, have a special nerve supply and partici-
pate in complex reflex behavior. The muscle in sphincters
is characterized by the ability to remain contracted for long
periods with little metabolic cost.

Circular and Longitudinal Layers: The Small Intestine.
Next, in order of complexity, is the combination of circular
and longitudinal layers, as in the muscle of the small intes-
tine. The outermost muscle layer, which is relatively thin,
runs along the length of the intestine. The inner muscle
layer, thicker and more powerful, has a circular arrange-
ment. Coordinated alternating contractions and relaxations
of these two layers propel the contents of the intestine, al-
though most of the motive power is provided by circular
muscle (see Chapter 26).

Complex Fiber Arrangements. The most complex
arrangement of smooth muscle is found in organs such as
the urinary bladder and uterus. Numerous layers and orien-
tations of muscle fibers are present and the effect of their
contraction is an overall reduction of the volume of the or-
gan. Even with such a complex arrangement of fibers, co-
ordinated and organized contractions take place. The re-
lengthening force, in the case of these hollow organs, is
provided by the gradual accumulation of contents. In the
urinary bladder, for example, the muscle is gradually
stretched as the emptied organ fills again.

In a few instances, smooth muscles are structurally simi-
lar to skeletal muscles in their arrangement. Some of the
structures supporting the uterus, for example, are called lig-
aments; however, they contain large amounts of smooth
muscle and are capable of considerable shortening. Pilo-
motor muscles, the small cutaneous muscles that erect the
hairs, are also discrete structures whose shortening is basi-
cally unidirectional. Certain areas of mesentery also con-
tain regions of linearly oriented smooth muscle fibers.

Small Cell Size Facilitates Precise Control

The most notable feature of smooth muscle tissue organi-
zation, in contrast to that of skeletal muscle, is the small
size of the cells compared to the tissue they make up. Indi-
vidual smooth muscle cells (depending somewhat on the
type of tissue they compose) are 100 to 300 pwm long and 5
to 10 pm in diameter. When isolated from the tissue, the
cells are roughly cylindrical along most of their length and
taper at the ends. The single nucleus is elongated and cen-
trally located. Electron microscopy reveals that the cell
margins contain many areas of small membrane invagina-
tions, called caveoli, which may play a role in increasing
the surface area of the cell (Fig. 9.14). Mitochondria are lo-
cated at the ends of the nucleus and near the surface mem-
brane. In some smooth muscle cells, the SR is abundant, al-
though not to the extent found in skeletal muscle. In some
cases, it closely approaches the cell membrane, but there is
no organized T tubular system as in other types of muscle.

The bulk of the cell interior is occupied by three types
of myofilaments: thick, thin, and intermediate. The thin fil-
aments are similar to those of skeletal muscle but lack the
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troponin protein complex. The length of the individual fil-
aments is not known with certainty because of their irregu-
lar organization. The thick filaments are composed of
myosin molecules, as in skeletal muscle, but the details of
the exact arrangement of the individual molecules into fila-
ments are not completely understood. The thick filaments
appear to be approximately 2.2 wm long, somewhat longer
than in skeletal muscle (1.6 wm). The intermediate fila-
ments are so named because their diameter of 10 nm is be-
tween that of the thick and thin filaments. Intermediate fil-
aments appear to have a cytoskeletal, rather than a
contractile, function. Prominent throughout the cytoplasm
are small, dark-staining areas called dense bodies. They are
associated with the thin and intermediate filaments and are
considered analogous to the Z lines of skeletal muscle.
Dense bodies associated with the cell margins are often
called membrane-associated dense bodies (or patches) or
focal adhesions. They appear to serve as anchors for thin
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tion and longitudinal section. (Adapted from Krstic RV. General
Histology of the Mammal. New York, Springer-Verlag, 1984.)

filaments and to transmit the force of contraction to adja-
cent cells.

Smooth muscle lacks the regular sarcomere structure of
skeletal muscle. Studies have shown some association
among dense bodies down the length of a cell and a ten-
dency of thick filaments to show a degree of lateral group-
ing. However, it appears that the lack of a strongly periodic
arrangement of the contractile apparatus is an adaptation of
smooth muscle associated with its ability to function over a
wide range of lengths and to develop high forces despite a
smaller cellular myosin content.

Mechanical Coupling. Because smooth muscle cells are
so small compared to the whole tissue, some mechanical
and electrical communication among them is necessary. In-
dividual cells are coupled mechanically in several ways. A
proposed arrangement of the smooth muscle contractile
and force transmission system is shown in Figure 9.15. This
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picture represents a consensus from many researchers and
areas of investigation. Note that assemblies of myofila-
ments are anchored within the cell by the dense bodies and
at the cell margins by the membrane-associated dense bod-
ies. The contractile apparatus lies oblique to the long axis
of the cell. When single isolated smooth muscle cells con-
tract, they undergo a “corkscrew” motion that is thought to
reflect the off-axis orientation of the contractile filaments.
In intact tissues, the connections to adjacent cells prevent
this rotation.

Force appears to be transmitted from cell to cell and
throughout the tissue in several ways. Many of the mem-
brane-associated dense bodies are opposite one another in
adjacent cells and may provide continuity of force trans-
mission between the contractile apparatus in each cell.
There are also areas of cell-to-cell contact, both lateral and
end to end, where myofilament insertions are not apparent
but where a direct transmission of force could occur. In
some places, short strands of connective tissue link adjacent
cells; in other places, cells are joined to the collagen and
elastin fibers running throughout the tissue. These fibers,
along with reticular connective tissue, comprise the con-
nective tissue matrix or stroma found in all smooth muscle
tissues. It serves to connect the cells and to give integrity to
the whole tissue. In tissues that can resist considerable ex-
ternal force, this connective tissue matrix is well developed
and may be organized into septa, which transmit the force
of many cells.

Electrical Coupling. Smooth muscle cells are also cou-
pled electrically. The structure most effective in this cou-
pling is the gap junction (see Chapter 1). Gap junctions in
smooth muscle appear to be somewhat transient structures
that can form and disappear over time. In some tissues, this

phenomenon is under hormonal control; in the uterus, for
example, gap junctions are rare during most of pregnancy,
and the contractions of the muscle are weak and lack coor-
dination. However, just prior to the onset of labor, the
number and size of gap junctions increase dramatically and
the contractions become strong and well coordinated.

Shortly after the cessation of labor, these gap junctions dis-

appear and tissue function again becomes less coordinated.
Electrical coupling among smooth muscle cells is the ba-

sis for classifying smooth muscle into two major types:

e Multiunit smooth muscle, which has little cell-to-cell
communication and depends directly on nerve stimula-
tion for activation (like skeletal muscle). An example is
the iris of the eye.

e Unitary or single-unit smooth muscle, which has a high
degree of coupling among cells, so that large regions of
tissue act as if they were a single cell. Its cells form a
functional syncytium (an arrangement in which many
cells behave as one). This type of smooth muscle makes
up the bulk of the muscle in the visceral organs.

The Regulation and Control of
Smooth Muscle Involve Many Factors

Smooth muscle is subject to a much more complex system
of controls than skeletal muscle. In addition to contraction
in response to nerve stimulation, smooth muscle responds
to hormonal and pharmacological stimuli, the presence or
lack of metabolites, cold, pressure, and stretch, or touch,
and it may be spontaneously active as well. This multiplic-
ity of controlling factors is vital for the integration of
smooth muscle into overall body function. Skeletal muscle
is primarily controlled by the CNS and by a relatively
straightforward cellular control mechanism. The control of
smooth muscle is much more closely related to the many
factors that regulate the internal environment. It is not sur-
prising, therefore, that many internal and external path-
ways have as their final effect the control of the interaction
of smooth muscle contractile proteins.

Innervation of Smooth Muscle. Most smooth muscles
have a nerve supply, usually from both divisions of the au-
tonomic nervous system. There is much diversity in this
area; the muscle response to a given neurotransmitter sub-
stance depends on the type of tissue and its physiological
state. Smooth muscle does not contain the highly struc-
tured neuromuscular junctions found in skeletal muscle.
Autonomic nerve axons run throughout the tissue; along
the length of the axons are many swellings or varicosities,
which are the sites of release of transmitter substances in re-
sponse to nerve action potentials. Released molecules of ex-
citatory or inhibitory transmitter diffuse from the nerve to
the nearby smooth muscle cells, where they take effect.
Since the cells are so small and numerous, relatively few are
directly reached by the transmitters; those that are not
reached are stimulated by cell-to-cell communication, as
described above. Neuromuscular transmission in smooth
muscle is a relatively slow process, and in many tissues,
nerve stimulation serves mainly to modify (increase or de-
crease) spontaneous rhythmic mechanical activity.



Activation of Smooth Muscle Contraction. Chemical
factors that control the function of smooth muscle cells
most often have their first influence at the cell membrane.
Some factors act by opening or closing cell membrane ion
channels. Others result in production of a second messen-
ger that diffuses to the interior of the cell, where it causes
further changes (see Chapter 1). The final result of both
mechanisms is usually a change in the intracellular concen-
tration of Ca®", which, in turn, controls the contractile
process itself.

The membrane potential of smooth muscle is subject to
many external and internal influences, in contrast to the
case in skeletal and cardiac muscle. In smooth muscle, the
linkage between the electrical activity of the cell membrane
and cellular functions, particularly contraction, is much
more subtle and complex than in the other types of muscle.

The resting potential of most smooth muscles is approxi-
mately —50 mV. This is less negative than the resting po-
tential of nerve and other muscle types, but here too it is de-
termined primarily by the transmembrane potassium ion
gradient. The smaller potential is due primarily to a greater
resting permeability to sodium ions. In many smooth mus-
cles, the resting potential varies periodically with time, pro-
ducing a rhythmic potential change called a slow wave (see
Chapter 26). Action potentials in smooth muscle also have a
variety of forms. In many smooth muscles the action poten-
tial is a transient depolarization event lasting approximately
50 msec. At times, such action potentials will occur in rapid
groups and produce repetitive membrane depolarizations
that last for some time. Relatively rapid twitch-like contrac-
tions are usually the result of one or more action potentials.
Sustained, low-level, partial contraction is often only loosely
related to the electrical activity of the membrane.

The ionic basis of smooth muscle action potentials is
complex because of the great variety of tissues, physiolog-
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ical conditions, and types of membrane channels. As a rest-
ing membrane potential of —50 mV results in the inactiva-
tion of typical fast sodium channels, sodium is usually not
the major carrier of inward current during the action po-
tential. In most cases, it has been shown that the rising (de-
polarizing) phase of a smooth muscle action potential is
dominated by calcium, which enters through voltage-gated
membrane channels. Repolarization current is carried by
potassium ions, which leave through several types of chan-
nels, some voltage-controlled and others sensitive to the in-
ternal calcium concentration. These general ionic proper-
ties are typical of most smooth muscle types, although
specific tissues may have variations within this general
framework. The most important common feature is the en-
try of calcium ions during the action potential, since this in-
ward flux is an important source of the calcium that con-
trols the contractile process.

In addition to voltage-gated calcium channels, smooth
muscle also contains receptor-activated calcium channels
that are opened by the binding of hormones or neurotrans-
mitters. One such ligand-gated channel in arterial smooth
muscle is controlled by ATP, which acts as a transmitter
substance in some types of smooth muscle tissues.

Smooth muscle can also be activated via the generation
of second messengers, such as inositol 1,4,5-trisphosphate
(IP3) (see Chapter 1). This form of control involves chemi-
cal and hormonal activators and does not depend on mem-
brane depolarization. The IP; causes the release of calcium
from the SR, which initiates contraction.

The Role of Calcium in Smooth Muscle Contraction. All
of the processes described above are ultimately concerned
with the control of muscle contraction via the pool of in-
tracellular calcium. Figure 9.16 summarizes these mecha-
nisms in an overall picture of calcium regulation in smooth
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muscle. These processes may be grouped into those con-
cerned with calcium entry, intracellular calcium liberation,
and calcium exit from the cell. Calcium enters the cell
through several pathways, including voltage-gated and lig-
and-gated channels and a relatively small number of unreg-
ulated "leak” channels that permit the continual passive en-
try of small amounts of extracellular calcium. Within the
cell, the major storage site of calcium is the SR; in some
types of smooth muscle, its capacity is quite small and these
tissues are strongly dependent on extracellular calcium for
their function. Calcium is released from the SR by at least
two mechanisms, including IP;-induced release and via cal-
cium-induced calcium release. In this latter mechanism,
calcium that has entered the cell via a membrane channel
causes additional calcium release from the SR, amplifying
its activating effect.

Studies in which internal calcium is continuously meas-
ured while the muscle is stimulated to contract typically re-
veal a high level of internal calcium early in the contrac-
tion; this activating burst most likely originates from
internal SR storage. The level then decreases somewhat, al-
though during the entire contraction it is maintained at a
significantly elevated level. This sustained calcium level is
the result of a balance between mechanisms allowing cal-
cium entry and those favoring its removal from the cyto-
plasm. Calcium leaves the myoplasm in two directions: A
portion of it is returned to storage in the SR by an active
transport system (a Ca®>"-ATPase); and the rest is ejected
from the cell by two principal means. The most important
of these is another ATP-dependent active transport system
located in the cell membrane. The second mechanism, also
located in the plasma membrane, is sodium-calcium ex-
change, a process in which the entry of three sodium ions
is coupled to the extrusion of one calcium ion. This mech-
anism derives its energy from the large sodium gradient
across the plasma membrane; thus, it depends critically on
the operation of the cell membrane Na™/K*-ATPase. (The
sodium-calcium exchange mechanism, relatively unimpor-
tant in smooth muscle, is of much greater consequence in
cardiac muscle; see Chapter 10.)

Biochemical Control of Contraction and Relaxation.
The contractile proteins of smooth muscle, like those of
skeletal and cardiac muscle, are controlled by changes in
the intracellular concentration of calcium ions. Likewise,
the general features of the actin-myosin contraction system
are similar in all muscle types. It is in the control of the con-
tractile proteins themselves that important differences ex-
ist. Because the control of contraction in skeletal and car-
diac muscle is associated with thin filament proteins, it is
called actin-linked regulation. The thin filaments of
smooth muscle lack troponin; control of smooth muscle
contraction relies instead on the thick filaments and is,
therefore, called myosin-linked regulation. In actin-linked
regulation, the contractile system is in a constant state of
inhibited readiness and calcium ions remove the inhibi-
tion. In the myosin-linked regulation of smooth muscle, the
role of calcium is to cause activation of a resting state of the
contractile system. The general outlines of this process are
well understood and appear to apply to all types of smooth
muscle, although a variety of secondary regulatory mecha-

nisms are being found in different tissue types. This general
scheme is shown in Figure 9.17.

When smooth muscle is at rest, there is little cyclic in-
teraction between the myosin and actin filaments because
of a special feature of its myosin molecules. As in skeletal
muscle, the S2 portion of each myosin molecule (the paired
"head” portion) contains four protein light chains. Two of
these have a molecular weight of 16,000 and are called es-
sential light chains; their presence is necessary for actin-
myosin interaction, but they do not appear to participate in
the regulatory process. The other two light chains have a
molecular weight of 20,000 and are called regulatory light
chains; their role in smooth muscle is critical. These chains
contain specific locations (amino acid residues) to which
the terminal phosphate group of an ATP molecule can be
attached via the process of phosphorylation; the enzyme
responsible for promoting this reaction is myosin light-
chain kinase (MLCK). When the regulatory light chains
are phosphorylated, the myosin heads can interact in a
cyclic fashion with actin, and the reactions of the cross-
bridge cycle (and its mechanical events) take place much as
in skeletal muscle. It is important to note that the ATP mol-
ecule that phosphorylates a myosin light chain is separate
and distinct from the one consumed as an energy source by
the mechanochemical reactions of the crossbridge cycle.

For myosin phosphorylation to occur, the MLCK must
be activated, and this step is also subject to control. Closely
associated with the MLCK is calmodulin (CaM), a smaller
protein that binds calcium ions. When four calcium ions are
bound, the CaM protein activates its associated MLCK and
light-chain phosphorylation can proceed. It is this MLCK-
activating step that is sensitive to the cytoplasmic calcium
concentration; at levels below 1077 M Ca®*, no calcium is
bound to calmodulin and no contraction can take place.
When cytoplasmic calcium concentration is greater than
10~*M, the binding sites on calmodulin are fully occupied,
light-chain phosphorylation proceeds at maximal rate, and
contraction occurs. Between these extreme limits, varia-
tions in the internal calcium concentration can cause corre-
sponding gradations in the contractile force. Such modula-
tion of smooth muscle contraction is essential for its
regulatory functions, especially in the vascular system.

Smooth Muscle Relaxation. The biochemical processes
controlling relaxation in smooth muscle also differ from
those in skeletal and cardiac muscle, in which a state of in-
hibition returns as calcium ions are withdrawn from being
bound to troponin. In smooth muscle, the phosphorylation
of myosin is reversed by the enzyme myosin light-chain
phosphatase (MLCP). The activity of this phosphatase ap-
pears to be only partially regulated; that is, there is always
some enzymatic activity, even while the muscle is contract-
ing. During contraction, however, MLCK-catalyzed phos-
phorylation proceeds at a significantly higher rate, and
phosphorylated myosin predominates. When the cytoplas-
mic calcium concentration falls, MLCK activity is reduced
because the calcium dissociates from the calmodulin, and
myosin dephosphorylation (catalyzed by the phosphatase)
predominates. Because dephosphorylated myosin has a low
affinity for actin, the reactions of the crossbridge cycle can
no longer take place. Relaxation is, thus, brought about by
mechanisms that lower cytoplasmic calcium concentrations
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or decrease MLCK activity. Because of the importance of
smooth muscle relaxation in physiological processes, this
subject will be treated fully later in the chapter.

Secondary Mechanisms. In addition to myosin phos-
phorylation to control smooth muscle activation, second-
ary regulatory mechanisms are present in some types of
smooth muscle. One of these provides long-term regula-
tion of contraction in some tissues after the initial calcium-
dependent myosin phosphorylation has activated the con-
tractile system. For example, in vascular smooth muscle, the
force of contraction may be maintained for long periods.
This extended maintenance of force capability, called the
latch state, appears to be related to a reduction in the cy-
cling rate of crossbridges (possibly related to reduced phos-
phorylation) so that each remains attached for a longer por-
tion of its total cycle. Even during the latch state, increased
cytoplasmic calcium appears to be necessary for force to be
maintained. Not all smooth muscle tissue can enter a latch
state, however, and the details of the process are not com-
pletely understood.
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phosphorylated myosin can then participate in a mechanical
crossbridge cycle (lower left) much like that in skeletal muscle,
although much slower. When calcium levels are reduced (upper
left), calcium leaves calmodulin, the kinase is inactivated, and
the myosin light-chain phosphatase (MLCP) dephosphorylates
the myosin, making it inactive. The crossbridge cycle stops, and
the muscle relaxes.

Another possible secondary mechanism in some smooth
muscle tissues involves the protein caldesmon. This mole-
cule, also sensitive to the concentration of cytoplasmic cal-
cium, is capable of binding to myosin at one of its ends and
to actin and calmodulin at the other. While the process is
not well understood, it is possible that caldesmon, under
the control of calcium, could form crosslinks between actin
and myosin filaments and, thus, aid in bearing force during
a long-maintained contraction.

Other secondary regulatory mechanisms have been pro-
posed. It is likely that several such mechanisms exist in var-
ious tissues, but the calcium-dependent phosphorylation of
myosin light chains is the primary event in the activation of
smooth muscle contraction.

Mechanical Activity in Smooth Muscle Is Adapted
for Its Specialized Physiological Roles

The contraction of smooth muscle is much slower than that
of skeletal or cardiac muscle; it can maintain contraction far
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longer and relaxes much more slowly. The source of these
differences lies largely in the chemistry of the interaction
between actin and myosin of smooth muscle. Recall that the
crossbridges of muscle form an actin-myosin enzyme system
(actomyosin ATPase) that releases energy from ATP so that
it may be converted into a mechanical contraction (i.e., ten-
sion or shortening). The inherent rate of this ATPase corre-
lates strongly with the velocity of shortening of the intact
muscle. Most smooth muscles require several seconds (or
even minutes) to develop maximal isometric force. A
smooth muscle that contracts 100 times more slowly than a
skeletal muscle will have an actomyosin ATPase that is 100
times as slow. The major source of this difference in rates is
the myosin molecules; the actin found in smooth and skele-
tal muscles is rather similar. There is a close association in
smooth muscle between maximal shortening velocity and
degree of myosin light-chain phosphorylation.

A high economy of tension maintenance, typically 300
to 500 times greater than that in skeletal muscle, is vital to
the physiological function of smooth muscle. Economy, as
used here, means the amount of metabolic energy input
compared to the tension produced. In smooth muscle,
there is a direct relationship between isometric tension and
the consumption of ATP. The economy is related to the ba-
sic cycling rate of the crossbridges: Early in a contraction
(while tension is being developed and the crossbridges are
cycling more rapidly), energy consumption is about 4 times
as high as in the later steady-state phase of the contraction.
Compared with skeletal muscle, the crossbridge cycle in
smooth muscle is hundreds of times slower, and much more
time is spent with the crossbridges in the attached phase of
the cycle.

The cycling crossbridges are not the only energy-utiliz-
ing system in smooth muscle. Because the cells are so small
and numerous, smooth muscle tissue contains a large cell
membrane area. Maintenance of the proper ionic concen-
trations inside the cells requires the activity of the mem-
brane-based ion pumps for sodium/potassium and calcium,

and this ion pumping requires a significant portion of the
cell's energy supply. Internal pumping of calcium ions into
the SR during relaxation also requires energy, and the
processes that result in phosphorylation of the myosin light
chains consume a further portion of the cellular energy, as
do the other processes of cellular maintenance and repair.
Smooth muscle contains both glycolytic and oxidative
metabolic pathways, with the oxidative pathway usually
the most important; under some conditions, a transition
may temporarily be made from oxidative to glycolytic me-
tabolism. In terms of the entire body economy, the energy
requirements of smooth muscle are small compared with
those of skeletal muscle, but the critical regulatory func-
tions of smooth muscle require that its energy supply not be
interrupted.

Modes of Contraction. Smooth muscle contractile activ-
ity cannot be divided clearly into twitch and tetanus, as in
skeletal muscle. In some cases, smooth muscle makes rapid
phasic contractions, followed by complete relaxation. In
other cases, smooth muscle can maintain a low level of ac-
tive tension for long periods without cyclic contraction and
relaxation; a long-maintained contraction is called tonus
(rather than tetanus) or a tonic contraction. This is typical
of smooth muscle activated by hormonal, pharmacological,
or metabolic factors, whereas phasic activity is more closely
associated with stimulation by neural activity.

Comparison With Skeletal Muscle. The force-veloc-
ity curve for smooth muscle reflects the differences in
crossbridge functions described previously. Although
smooth muscle contains one-third to one-fifth as much
myosin as skeletal muscle, the longer smooth muscle myo-
filaments and the slower crossbridge cycling rate allow it to
produce as much force per unit of cross-sectional area as
does skeletal muscle. Thus, the maximum values for smooth
muscle on the force axis would be similar, while the maxi-
mum (and intermediate) velocity values are very different
(Fig. 9.18). Furthermore, smooth muscle can have a set of
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force-velocity curves, each corresponding to a different
level of myosin light-chain phosphorylation.

Other mechanical properties of smooth muscle are also
related to its physiological roles. While its underlying cel-
lular basis is uncertain, smooth muscle has a length-tension
curve somewhat similar to that of skeletal muscle, although
there are some significant differences (Fig. 9.18). At lengths
at which the maximal isometric force is developed, many
smooth muscles bear a substantial passive force. This is
mostly a result of the network of connective tissue that sup-
ports the smooth muscle cells and resists overextension; in
some cases, it may be partly a result of residual interaction
between actin and attached but noncycling myosin cross-
bridges. Compared to skeletal and cardiac muscle, smooth
muscle can function over a significantly greater range of
lengths. It is not constrained by skeletal attachments, and it
makes up several organs that vary greatly in volume during
the course of their normal functioning. The shape of the
length-tension curve can also vary with time and the degree
of distension. For example, when the urinary bladder is
highly distended by its contents, the peak of the active
length-tension curve can be displaced to longer muscle
lengths. This means that as the muscle shortens to expel the
organ’s contents, it can reach lengths at which it can no
longer exert active force. After a period of recovery at this
shorter length, the muscle can again exert sufficient force
to expel the contents.

Stress Relaxation and Viscoelasticity. These re-
versible changes in the length-tension relationship are, at
least in part, the result of stress relaxation, which character-
izes viscoelastic materials such as smooth muscle. When a
viscoelastic material is stretched to a new length, it responds
initially with a significant increase in force; this is an elastic
response, and it is followed by a decline in force that is ini-
tially rapid and then continuously slows until a new steady
force is reached. If a viscoelastic material is subjected to a
constant force, it will elongate slowly until it reaches a new
length. This phenomenon, the complement of stress relax-
ation, is called creep. In smooth muscle organs, the abundant
connective tissue prevents overextension.

The viscoelastic properties of smooth muscle allow it to
function well as a reservoir for fluids or other materials; if
an organ is filled slowly, stress relaxation allows the inter-
nal pressure to adjust gradually, so that it rises much less
than if the final volume had been introduced rapidly. This
process is illustrated in Figure 9.19 for the case of a hollow
smooth muscle organ subjected to both rapid and slow in-
fusions of liquid (since this is a hollow structure, internal
pressure and volume are directly related to the force and
length of the muscle fibers in the walls). The dashed lines
in the top graphs denote the pressure that would result if
the material were simply elastic rather than having the ad-
ditional property of viscosity.

Some of the viscoelasticity of smooth muscle is a prop-
erty of the extracellular connective tissue and other materi-
als, such as the hyaluronic acid gel, present between the
cells; some of it is inherent in the smooth muscle cells,
probably because of the presence of noncycling cross-
bridges in resting tissue. One important feature of smooth
muscle viscoelasticity is the tissue’s ability to return to its
original state following extreme extension. This capability
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is a result of the tonic contractile activity present in most
smooth muscles under normal physiological conditions.
Other processes that are not yet well understood may
also account for some of the length-dependent behavior of
smooth muscle. In some smooth muscles, mechanical be-
havior in the later stages of a contraction depends strongly
on the length at which the contraction began. This effect,
called plasticity (not to be confused with nonrecoverable
deformation), appears to arise from molecular rearrange-
ments within the contractile protein array and may form the
basis for both long- and short-term mechanical adaptation.

Modes of Relaxation. Relaxation is a complex process in
smooth muscle. The central cause of relaxation is a reduc-
tion in the internal (cytoplasmic) calcium concentration, a
process that is itself the result of several mechanisms. Elec-
trical repolarization of the plasma membrane leads to a de-
crease in the influx of calcium ions, while the plasma mem-
brane calcium pump and the sodium-calcium exchange
mechanism (to a lesser extent) actively promote calcium ef-
flux. Most important quantitatively is the uptake of calcium
back into the SR. The net result of lowering the calcium
concentration is a reduction in MLCK activity so that de-
phosphorylation of myosin can predominate over phos-
phorylation.

Biochemical Mechanisms. Both calcium uptake by
the SR and the MLCK activity may be subject to another
control mechanism called B-adrenergic relaxation. In some
vascular smooth muscles, relaxation occurs in response to
the presence of the hormone norepinephrine. Binding of
this substance to cell membrane receptors causes the acti-
vation of adenylyl cyclase and the formation of cAMP (see
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Chapter 1). Increased intracellular cAAMP concentration is
an effective promoter of relaxation in at least two major
ways. The activity of the enzyme cAMP-dependent pro-
tein kinase increases as the concentration of cAMP rises.
This enzyme (and perhaps also cAMP acting directly) en-
hances calcium uptake by the SR, resulting in a further low-
ering of the cytoplasmic calcium. At the same time, phos-
phorylation of MLCK (by the action of cAMP-dependent
protein kinase) reduces its catalytic effectiveness, and
myosin light-chain phosphorylation is decreased as if intra-
cellular calcium had been lowered. Since many vascular
muscles are continuously in a state of partial contraction, 3-
adrenergic relaxation is a physiologically important process
in the adjustment of blood flow and pressure.

Another important relaxation pathway is present in the
smooth muscle of small arteries (as well as other smooth
muscle tissues). The lumen of arteries is lined with en-
dothelial cells. In addition to their structural role, they
serve as a controllable source of nitric oxide (NO), which
was formerly known as endothelium-derived relaxing fac-
tor (EDRF) (see Chapter 1). The mechanical shearing effect
of the flowing blood causes the endothelial cells to release
NO; it is a small and highly diffusible molecule, and it
quickly binds to membrane receptors on the vascular
smooth muscle cells. This action results in a cascade of ef-
fects, the first of which is the stimulation of the enzyme
guanylyl cyclase, which catalyzes the formation of cyclic
guanosine 3',5'-monophosphate (cGMP). By mechanisms
similar to those in the case of cAMP, this leads to the acti-
vation of cGMP-dependent protein kinase (PKG), which
affects several processes leading to relaxation. PKG pro-
motes the reuptake of calcium ions, and it causes the open-
ing of calcium-activated potassium ion channels in the cell
membrane, leading to hyperpolarization and subsequent
relaxation. PKG also blocks the activity of agonist-evoked
phospholipase C (PLC), and this action reduces the liber-
ation of stored calcium ions by IP5. By mechanisms not well
understood, cGMP reduces the calcium sensitivity of the
myosin light-chain phosphorylation process, further pro-
moting relaxation. Some drugs that relax vascular smooth
muscle, such as sodium nitroprusside, work by mimicking
the action of NO and causing similar intracellular events.

Mechanical Factors. Relaxation is obviously also a me-
chanical process. Contractile force decreases as cross-
bridges detach and myofilaments become free again to
slide past one another. Because most smooth muscle activ-
ity involves at least some shortening, relaxation must re-
quire elongation. As with other types of muscle, an external
force must be applied for lengthening to occur. In the in-
testine, for example, material being propelled into a re-
cently contracted region provides the extending force.
Smooth muscle relaxation (or its absence) may have impor-
tant indirect consequences. Hypertension, for example, can
be caused by a failure of smooth muscle relaxation. In the
uterus during labor, adequate relaxation between contrac-
tions is essential for the well-being of the fetus. During the
contractions of labor, the muscular walls of the uterus be-
come quite rigid and tend to compress the blood vessels
that run through them. As a result, blood flow to the fetus
is restricted, and failure of the muscle to relax adequately
between contractions can result in fetal distress.

Adaptation to Changing Conditions. Several external in-
fluences, some not well understood, affect the growth and
functional adaptation of smooth muscle. Some of these
changes are vital for normal body function, while others
can be part of a disease process.

Hormone-Induced Hypertrophy. The uterus and asso-
ciated tissues are under the influence of the female sex hor-
mones (see Chapters 38 and 39). During pregnancy, high
levels of progesterone, later followed by high estrogen lev-
els, promote significant changes in uterine growth and con-
trol. The mass of muscle layers, known as the myometrium,
increases as much as 70-fold, primarily through an increase
in muscle cell size—hypertrophy—associated with a large
increase in content of contractile proteins and associated
regulatory proteins. The distension caused by the growing
fetus also promotes hypertrophy. Extracellular connective
tissue also increases. The number of cells increases as well,
a condition called hyperplasia.

Throughout most of pregnancy the cells are poorly cou-
pled electrically and contractile activity is not well coordi-
nated. As pregnancy nears term, the large increase in the
number of gap junctions permits coordinated contractions
that culminate in the birth process. Following delivery and
the consequent hormonal and mechanical changes, the
processes leading to hypertrophy are reversed and the mus-
cle reverts to its nonpregnant state.

Other Forms of Hypertrophy. Chronic obstruction of
hollow smooth muscle organs (e.g., the urinary bladder,
small intestine, portal vein) produces a chronically elevated
internal pressure. This acts as a stimulus for smooth muscle
hypertrophy, although the cellular mechanisms involved
are not well understood. In addition to structural changes,
there may be alterations of the metabolic activities, con-
tractile properties, and response to agonists. Hyperplasia is
also present to some degree in these muscle adaptations,
but its relative contribution is difficult to ascertain experi-
mentally. Nonmuscular components of the organ wall (e.g.,
connective tissue) are also increased. These changes, espe-
cially those involving the muscle cells, usually revert to
near normal when the mechanical cause of the hypertrophy
is removed.

Vascular smooth muscle, especially of the arteries, is
also subject to hypertrophy (and hyperplasia) when it en-
counters a sustained pressure overload. This is an important
factor in hypertension or high blood pressure. An increase
in blood pressure, perhaps a result of chronically elevated
sympathetic nervous system activity, may be present before
smooth muscle hypertrophy occurs. Enlargement of the
smooth muscle layer is a response to this stimulus, and
there may be a trophic effect of the sympathetic nervous
system activity as well. The resulting thickening of the vas-
cular wall further reduces the lumen diameter, aggravating
the hypertension. Lowering the blood pressure by thera-
peutic means can result in a return of the vessel walls to a
near-normal state. Hypertension in the pulmonary vascula-
ture is also associated with increased smooth muscle
growth and with the development of smooth muscle cells
in areas of the arterial system that do not normally have
smooth muscle in their walls.

Under some circumstances, smooth muscle cells can



CHAPTER 9 Skeletal Muscle and Smooth Muscle 175

tery linings. While the factors involved in initiating and
sustaining this reversible transition are not well under-
stood, they appear to involve growth-promoting sub-
stances released from platelets following endothelial in-
jury, while circulating heparin-like substances block the
transformation.

lose most of their contractile function and become syn-
thesizers of collagen and accumulators of low-density
lipoproteins. The loss of contractile activity is accompa-
nied by a significant loss in the number of myofilaments.
Such a phenotypic transformation takes place, for ex-
ample, in the formation of atherosclerotic lesions in ar-

REVIEW QUESTIONS

DIRECTIONS: Each of the numbered (D) A failure of the muscle to contract
items or incomplete statements in this at all

section is followed by answers or 5. The factor most important in
completions of the statement. Select the producing an isometric contraction is

ONE lettered answer or completion that is (A) Keeping the muscle from changing
BEST in each case.

(D) Independent of the load, and
shortens at a velocity independent of
the load

10.Muscles that are best suited for brief
high-intensity exercise would contain

1. The endplate potential at the

neuromuscular junction is the result of
increased postsynaptic membrane
permeability to

(A) Sodium first, then potassium

(B) Sodium and potassium
simultaneously

(C) Sodium only

(D) Potassium only

. The endplate potential differs from a
muscle action potential in several ways.
In which one of the following ways are
they similar?

(A) They are both actively propagated
down the length of the muscle fiber
(B) They both arise from changes in
the permeability to sodium and
potassium ions

(C) They are both initiated by the flow
of electrical (ionic) current

(D) In both cases, the membrane
potential becomes inside-positive

. If transmission at the neuromuscular
junction were blocked by the
application of curare, which one of the
events listed below would fail to occur
when a motor nerve impulse arrived?
(A) Depolarization of the postsynaptic
membrane

(B) Depolarization of the presynaptic
membrane

(C) Entry of calcium ions into the
presynaptic terminal

(D) Presynaptic release of transmitter
substance

. In a certain muscle, it takes 25 msec for
a single twitch to develop its peak
force in response to a single stimulus. If
this muscle were stimulated with two
stimuli spaced 15 msec apart, the result
would be

(A) A single twitch identical to the
one-stimulus twitch

(B) A contraction similar to a single
twitch, but of higher amplitude

(C) Two distinct contractions of very
short duration

its length

(B) Providing a stimulus adequate to
activate all motor units

(C) Determining the resting length of
the muscle

(D) Stimulating in a tetanic fashion to
produce the maximal force

. 1f a muscle is arranged so as to lift an

afterload equal to one-half its maximal
isometric capabilities, the ultimate
force it develops is determined by the
(A) Length of the muscle

(B) Size of the afterload

(C) Strength of the stimulation

(D) Number of motor units activated

. In a series of afterloaded isotonic

twitches, as the load is increased, the
(A) Force developed by the muscle
increases and the shortening velocity
decreases

(B) Force developed by the muscle
increases, while the velocity remains
the same

(C) Velocity increases to compensate
for the increased afterload

(D) Force developed is determined by
the velocity of shortening

. At which point along the isotonic

force-velocity curve is the power
output maximal?

(A) At the lowest force and highest
velocity (Vimax)

(B) At the highest force and lowest
velocity (Fuax)

(C) At a force that is about one third
of Frax

(D) At a velocity that is about two
thirds of V,ax

. Consider a load being lifted by a

human hand. Because of the
mechanical effects of the skeletal lever
system, the biceps muscle exerts a
force

(A) Less than the load, but shortens at
a higher velocity

(B) Equal to the load, and shortens at a
velocity equal to the load

(C) Greater than the load, but shortens
at a lower velocity

which of the following types of fibers>
(A) Mostly glycolytic (white)
(B) Mostly slow-twitch oxidative
(red)
(C) A mix of slow twitch (red) and fast
twitch (red)
(D) A mix of glycolytic (white) and
fast twitch (red)
.Smooth muscles that are in the walls of
hollow organs
(A) Can shorten without developing
force
(B) Can develop force isometrically
(C) Have no contractile function, but
resist lengthening
(D) Shorten as the volume of the
organ increases
12. The relaxation of smooth muscle is
associated with a reduction in free
intracellular calcium ion concentration.
The effect of the reduction is
(A) Reestablishment of the inhibition
of the actin-myosin interaction
(B) Deactivation of the enzymatic
activity of the individual actin
molecules
(C) Decreased phosphorylation of
myosin molecules
(D) Reduced contractile interaction by
blocking the active sites of the myosin
molecules
13. Which statement below most closely
describes the role of calcium ions in
the control of smooth muscle
contraction?
(A) Binding of calcium ions to
regulatory proteins on thin filaments
removes the inhibition of actin-myosin
interaction
(B) Binding of calcium ions to
regulatory proteins associated with
thick filaments, specifically calmodulin,
activates the enzymatic activity of
myosin molecules
(C) Calcium ions serve as a direct
inhibitor of the interaction of thick
and thin filaments
(D) A high concentration of calcium
ions in the myofilament space is

1
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(continued)
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required to maintain muscle in a
relaxed state

14. Compared with skeletal muscle,

smooth muscle

(A) Contracts more slowly, but exerts
considerably more force

(B) Contracts more rapidly, but exerts
considerably less force

(C) Maintains long-duration
contractions economically

(D) Exerts considerable force but can
do little shortening

15.Compared with that of skeletal muscle,

the crossbridge cycle of smooth muscle
(A) Is similar, but runs in the reverse
direction

(B) Contains the same steps, but some
of them are slower

(C) Does not have a step in which
actin and myosin are bound together
(D) Can proceed without the
consumption of ATP

16.Receptors in the smooth muscle cell

membrane

(A) Function only in combination with
electrical activation

(B) Cannot function if the cell is
relaxed

(C) Play a variety of regulatory roles
(D) Control chemical activation,

but do not affect electrical

activation
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CHAPTER

Cardiac Muscle

Richard A. Meiss, Ph.D.

CHAPTER OUTLINE

B ANATOMIC SPECIALIZATIONS OF CARDIAC MUSCLE

m PHYSIOLOGICAL SPECIALIZATIONS OF CARDIAC

KEY CONCEPTS

1. Cardiac muscle is a striated muscle, with a sarcomere
structure much like that of skeletal muscle. It has small
cells (as in smooth muscle), firmly connected end-to-end
at the intercalated disks.

2. The action potential in cardiac muscle is long lasting com-
pared to the duration of the contraction, preventing a
tetanic contraction.

3. Under normal circumstances, cardiac muscle operates at
lengths somewhat less than the optimal length for peak
force production, facilitating length-dependent regulation
of the muscle activity.

4. A typical cardiac muscle contraction produces less than
maximal force, allowing physiologically regulated changes
in contractility to adjust the force of the muscle contraction
to the body’s current needs.

5. As in skeletal muscle, the speed of shortening of cardiac
muscle is inversely related to the force being exerted, as
expressed in the force-velocity curve.

he muscle mass of the heart, the myocardium, shares

characteristics of both smooth muscle and skeletal
muscle. The tissue is striated in appearance, as in skeletal
muscle, and the structural characteristics of the sarco-
meres and myofilaments are much like those of skeletal
muscle. The regulation of contraction, involving calcium
control of an actin-linked troponin-tropomyosin com-
plex, is also quite like that of skeletal muscle. However,
cardiac muscle is composed of many small cells, as is
smooth muscle, and electrical and mechanical cell-to-cell
communication is an essential feature of cardiac muscle
structure and function. The mechanical properties of car-
diac muscle relate more closely to those of skeletal mus-
cle, although the mechanical performance is considerably
more complex and subtle.

6. The contractility of cardiac muscle is changed by inotropic
interventions that include changes in the heart rate, the
presence of circulating epinephrine, or sympathetic nerve
stimulation.

7. Most changes in cardiac muscle contractility are associated
with changes in the amount of calcium available to activate
the contractile system.

8. Calcium enters a cardiac muscle cell during the plateau of
the action potential. This entry promotes the release of in-
ternal calcium stores, which are located mainly in the sar-
coplasmic reticulum (SR). Primary and secondary
active transport systems remove calcium from the
cytoplasm.

9. Cardiac muscle derives its energy primarily from the
oxidative metabolism of lactic acid and free fatty
acids. It has very little capacity for anaerobic
metabolism.

ANATOMIC SPECIALIZATIONS
OF CARDIAC MUSCLE

The heart is composed of several varieties of cardiac mus-
cle tissue. The atrial myocardium and ventricular my-
ocardium, so named for their location, are similar struc-
turally, although the electrical properties of these two areas
differ significantly. The conducting tissues (e.g., Purkinje
fibers) of the heart have a communicating function similar
to nerve tissue, but they actually consist of muscle tissue
that is highly adapted for the rapid and efficient conduction
of action potentials, and their contractile ability is greatly
reduced. Finally, there are the highly specialized tissues of
the sinoatrial and atrioventricular nodes, muscle tissue
that is greatly modified into structures concerned with the
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initiation and conduction of the heartbeat. The discussions
that follow refer primarily to the ventricular myocardium,
the tissue that makes up the greatest bulk of the muscle of
the heart.

Cardiac Muscle Cells Are Structurally
Distinct From Skeletal Muscle Cells

The small size of cardiac muscle cells is one of the critical
aspects in determining the function of heart muscle. The
cells are approximately 10 to 15 wm in diameter and about
50 pm long. Cardiac muscle tissue is a branching network
of cells, also called cardiac myocytes, joined together at in-

WThe structure of cardiac muscle tissue. Left:

A small tissue sample in longitudinal and cross
section. Note the branching nature of the cells and the large
number of capillaries. Right: Two cardiac myocytes, showing the

tercalated disks (Fig. 10.1). This arrangement aids in the
spread of electrical activity. Cardiac myocytes have a sin-
gle, centrally located nucleus, although many cells may
contain two nuclei. The cell membrane and associated fine
connective tissue structures form the sarcolemma, as in
skeletal muscle. The sarcolemma of cardiac muscle sup-
ports the resting and action potentials and is the location of
ion pumps and ion exchange mechanisms vital to cell func-
tion. Just inside the sarcolemma are components of the SR
where significant amounts of calcium ions may be bound
and kept from general access to the cytoplasm. This bound
calcium can exchange rapidly with the extracellular space
and can be rapidly freed from its binding sites by the pas-
sage of an action potential.

Capillaries

Nuclei

Mitochondria

Intercalated disks

Branched muscle cell

Connective tissue

striated structure of the contractile filaments, the many mitochon-
dria, and the three-dimensional structure of the intercalated disks.
(Adapted from Krstic RV. General Histology of the Mammal.
New York: Springer-Verlag, 1984.)



As in skeletal muscle, there is a system of transverse (T)
tubules, but both it and the SR are not as extensive in car-
diac muscle, together constituting less than 2% of the cell
volume. This correlates with the small cell size and conse-
quent reduction in diffusion distances between the cell sur-
face membrane and contractile proteins. In cardiac muscle
cells, the T tubules enter the cells at the level of the Z lines.
In many cases, the link between a T tubule and the SR is not
a triad, as in skeletal muscle, but rather a dyad, composed
of the T tubule and the terminal cisterna of the SR of only
one sarcomere. The small size of the SR also limits its cal-
cium storage capacity, and the other source of calcium en-
try and exit, the sarcolemma, has an important role in the
excitation-contraction coupling process in cardiac muscle.

The sarcomeres appear essentially like those of skeletal
muscle, with similar A bands and I bands, Z lines, and M
lines. Myofilaments make up almost half the cell volume and
are bathed in the cytosol. Numerous mitochondria comprise
another 30 to 40% of the cell volume, reflecting the highly
aerobic nature of cardiac muscle function. The rest of the
cell volume, about 15%, consists of cytosol, containing nu-
merous enzymes and metabolic products and substrates.

Cardiac Muscle Cells Are Linked in a
Functional Syncytium

Electron microscopy reveals that in the region of the inter-
calated disk, each cardiac myocyte sends processes deep
into its neighboring cell to form an interdigitating junction
with a large surface area. Gap junctions in the intercalated
disks function like those of smooth muscle, allowing close
electrical communication between cells. Also plentiful in
the intercalated disk region are desmosomes, areas where
there is a firm mechanical connection between cells. This
mode of attachment, rather than an extensive extracellular
connective tissue matrix as in smooth muscle, allows the
transmission of force from cell to cell. The intercalated
disk, therefore, allows cardiac muscle to form a functional
syncytium, with cells acting in concert both mechanically
and electrically.

The stimulus for cardiac muscle contraction arises en-
tirely within the heart and is not dependent on its nerve
supply (see Chapter 13). The conduction of action poten-
tials is solely a function of the muscle tissue. Impulse prop-
agation is aided by the branched nature of the cells, the in-
tercalated disks, and specialized conducting tissue, such as
Purkinje fibers—strands of myocytes, nerve-like in out-
ward appearance, that are specialized for electrical conduc-
tion. Their contractile protein is only about 20% of the cell
volume, and their large size optimizes their electrical char-
acteristics for rapid action potential conduction. Innerva-
tion of cardiac muscle comes from both branches of the au-
tonomic nervous system, allowing for external regulation of
the heart rate and strength of contraction, as well as pro-
viding some degree of sensory feedback.

Cell and Tissue Structure Allow and
Require Unique Adaptations

As a result of the small size of cardiac muscle cells, the com-
munication system described above (and in Chapter 13) is
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necessary for organized function. The small cell size also
makes each cell more critically dependent on the external
environment, and cardiac function may be greatly altered
by electrolyte and metabolic imbalances arising elsewhere
in the body. Hormonal messengers, such as norepineph-
rine, also have quick access to cardiac muscle cells.

From a mechanical standpoint, the lack of skeletal at-
tachments means cardiac muscle can function over a wide
range of lengths. While the length-tension property is not
of major importance in the functioning of many skeletal
muscles, in cardiac muscle, it is the basis of the remarkable
capacity of the heart to adjust to a wide range of physio-
logical conditions and requirements.

PHYSIOLOGICAL SPECIALIZATIONS
OF CARDIAC MUSCLE

Cardiac muscle is a striated muscle, but it functions rather
differently from skeletal muscle. The lack of skeletal at-
tachments provides a wider range of lengths over which it
can operate. Special features of the excitation-contraction
coupling process allow a subtle degree of control at the
level of the muscle that is largely independent of the cen-
tral nervous system (CNS).

Specialized Electrical and Metabolic Properties
Control Cardiac Muscle Contraction

A more detailed treatment of the electrical properties of car-
diac muscle is given in Chapter 13. The discussion here fo-
cuses on the electrical properties most closely related to con-
trolling the mechanical function of cardiac ventricular muscle.

The Cardiac Action Potential. As in other types of mus-
cle and in nerve, the muscle cells of the heart have an ex-
citable and selectively permeable cell membrane that is re-
sponsible for both resting potentials and action potentials.
These electrical phenomena are the result of ionic concen-
tration differences and several ion-selective membrane
channels, some of which are voltage- and time-dependent.
In cardiac muscle, however, the membrane events are more
diverse and complex than in skeletal muscles and are much
more closely linked to the actual form of the mechanical
contraction. The closer association of electrical and me-
chanical events is one key to the inherent properties of car-
diac muscle that suit it to its role in an organ that is largely
self-regulating.

Figure 10.2 illustrates some features of the cardiac mus-
cle action potential that pertain directly to myocardial
function. Note that the duration of the action potential is
quite long; in fact, it lasts nearly as long as the muscle con-
traction. One consequence is that the absolute and relative
refractory periods are likewise extended, and the muscle
cannot be restimulated during any but the latest part of the
contraction. During the repolarization phase of the action
potential, there is a brief period in which the muscle actu-
ally shows an increased sensitivity to stimulation. This pe-
riod of supranormal excitability is due to a lowered potas-
sium conductance that persists late in the action potential
(see Chapter 13). If the muscle is accidentally stimulated
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during this period, the action potentials that are produced
have reduced amplitude and duration and give rise to only
small contractions. This period of supranormal excitability
can lead to unwanted and untimely propagation of action
potentials that can seriously interfere with the normal
rhythm of the heart.

The long-lasting refractoriness of the cell membrane ef-
fectively prevents the development of a tetanic contraction
(see Fig. 10.2); any failure of cardiac muscle to relax fully af-
ter every stimulus would make it quite unsuitable to func-
tion as a pump. When cardiac muscle is stimulated to con-
tract more frequently (equivalent to an increase in the heart
rate), the durations of the action potential and the contrac-
tion become less, and consecutive twitches remain separate
contraction-and-relaxation events.

[t must be emphasized that contraction in cardiac mus-
cle is not the result of stimulation by motor nerves. Cells in
some critical areas of the heart generate automatic and
rhythmic action potentials that are conducted throughout
the bulk of the tissue. These specialized cells are called
pacemaker cells (see Chapter 13).

Excitation-Contraction Coupling in Cardiac Muscle.
The rapid depolarization associated with the upstroke of
the action potential is conducted down the T tubule system
of the ventricular myocardium, where it causes the release
of intracellular calcium ions from the SR. In cardiac muscle,
a large part of the calcium released during rapid depolar-

ization is from additional SR just inside the cell membrane.
As in skeletal muscle, the principal role of the SR is in the
rapid release, active uptake, storage, and buffering of cy-
tosolic calcium. The action of calcium ions on the tro-
ponin-tropomyosin complex of the thin filaments is similar
to that in skeletal muscle, but cardiac muscle differs in its
cellular handling of the activator, calcium.

Along with the calcium ions released from the SR, a sig-
nificant amount of calcium enters the cell from outside dur-
ing the upstroke and plateau phase of the action potential
(see Fig. 10.2). The principal cause of the sustained depo-
larization of the plateau phase is the presence of a popula-
tion of voltage-gated membrane channels permeable to cal-
cium ions. These channels open relatively slowly; while
open, there is a net influx of calcium ions, called the slow
inward current, moving down an electrochemical gradient.
Although the calcium entering during an action potential
does not directly affect that specific contraction, it can af-
fect the next contraction, and it does increase the cellular
calcium content over time because of the repeated nature of
the cardiac muscle contraction.

In addition, even a small amount of Ca>* entering
through the sarcolemma causes the release of significant
additional Ca®" from the SR, a phenomenon known as
calcium-induced calcium release (similar to that in
smooth muscle). This constant influx of calcium requires
that there be a cellular system that can rid the cell of ex-
cess calcium. Regulation of cellular calcium content has
important consequences for cardiac muscle function, be-
cause of the close relationship between calcium and con-
tractile activity.

Mechanical Properties of Cardiac Muscle Adapt
It to Changing Physiological Requirements

The mechanical function of cardiac muscle differs some-
what from that of skeletal muscle contraction. Cardiac mus-
cle, in its natural location, does not exist as separate strips
of tissue with skeletal attachments at the ends. Instead, it is
present as interwoven bundles of fibers in the heart walls,
arranged so that shortening results in a reduction of the vol-
ume of the heart chamber, and its force or tension results in
an increase in pressure in the chamber. Because of geomet-
ric complexities of the intact heart and the complex me-
chanical nature of the blood and aorta, shortening contrac-
tions of the intact heart muscle are more nearly auxotonic
than truly isotonic (see Chapter 9).

The experimental basis for the present understanding of
cardiac muscle mechanics comes largely from studies done
on isolated papillary muscles from the ventricles of exper-
imental animals. A papillary muscle is a relatively long,
slender muscle that can serve as a representative of the
whole myocardium. It can be arranged to function under
the same sort of conditions as a skeletal muscle. Analysis of
research results is aided by using simple afterloads to pro-
duce isotonic contractions. Despite the limitations these
simplifications impose, many of the unique properties of
the intact heart can be understood on the basis of studies of
isolated muscle. As the various phenomena are explained
here, substitute volume changes for length changes and pressure for
force. You will then be able to relate the function of the



heart as a pump to the properties of the muscle responsible
for its operation (see Chapter 14).

The Length-Tension Curve. Some aspects of the cardiac
muscle length-tension curve are associated with its special-
ized construction and physiological role (Fig. 10.3). Over
the range of lengths that represent physiological ventricu-
lar volumes, there is an appreciable resting force that in-
creases with length; at the length at which active force pro-
duction is optimal, this can amount to 10 to 15% of the
total force. Because this resting force exists before contrac-
tion occurs, it is known as preload. In the intact heart, the
preload sets the resting fiber length according to the in-
tracardiac blood pressure existing prior to contraction. The
passive tension rises steeply beyond the optimal length and
prevents overextension of the muscle (or overfilling of the
heart). Note that the resting force curve is associated with
the diastolic (relaxed) phase of the heart cycle, while the
active force curve is associated with the systolic (contrac-
tion) phase.

The length-tension curve in Figure 10.3 describes iso-
metric behavior; since the working heart never undergoes
completely isometric contractions (see Chapter 14), other
aspects of length-dependent behavior must be responsible
for determining the effect length has on cardiac muscle
function. One such aspect is the rate at which isometric
force develops during a twitch. Notice the series of
twitches shown in Figure 9.10; because of the constancy of
the time required to reach peak force, the rate of rise of
force also varies with muscle length. Other length-depend-
ent aspects of contraction are encountered when we exam-
ine the complete contraction cycle of cardiac muscle.

The Contraction Cycle of Cardiac Muscle. A typical iso-
tonic contraction of skeletal muscle (see Fig. 9.8) can be di-
vided into four distinct phases:

1. Isometric contraction: the muscle force builds up to
reach the afterload.

2. Isotonic shortening: the afterload is lifted.

Normal range
of operation

Total force

Active force
(systolic)

Muscle force

Resting force
(diastolic)

Muscle length

wThe isometric length-tension curve for iso-
lated cardiac muscle. The total force at all
physiologically significant lengths includes a resting force com-
ponent.
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3. Isotonic lengthening: the load stretches the muscle
back to its starting length.

4. Isometric relaxation: the force dies away.

The isometric contraction and isotonic shortening
phases of a typical cardiac muscle contraction are like those
of skeletal muscle. However, in the intact heart at the peak
of the shortening, the afterload is removed because of the
closing of the aortic and pulmonary valves at the end of the
cardiac ejection phase (see Chapter 14). Since the muscle is
not allowed to lengthen (the inflow valves are still closed),
it undergoes isometric relaxation at the shorter length.
Some time later, the muscle is stretched back to its original
length by an external force (the returning blood), produc-
ing an isotonic lengthening (isotonic relaxation) phase. Be-
cause the muscle has relaxed, only a small force is required
for the reextension. In the intact heart, this force is supplied
by the returning blood.

The principal difference between these two cycles is sig-
nificant: in skeletal muscle, the work done on the afterload
(by lifting it) is returned to the muscle. In cardiac muscle,
the work done on the load is not returned to the muscle but
is imparted to the afterload. The heart muscle is con-
strained by its anatomy and functional arrangements to fol-
low different pathways during contraction and relaxation.

This pattern is seen clearly when the phases of the con-
traction-relaxation cycle are displayed on a length-tension
curve. In Figure 10.4, at the beginning of the contraction (A),
force increases without any change in length (isometric con-
ditions); when the afterload is lifted (B), the muscle shortens
at a constant force (isotonic conditions) to the shortest
length possible for that afterload. The afterload is removed
at the maximal extent of shortening, and the muscle relaxes
(C) without any change in length (isometric conditions
again, but at a reduced length). With sufficient force applied
to the resting muscle by some external means (D), the mus-

Potential
isometric
force

Muscle force

Afterload force

3 4
Muscle length

@An afterloaded contraction of cardiac mus-
cle, plotted in terms of the length-tension
curve. The limit to force is provided by the afterload; the limit to
shortening by the length-tension curve. A, isometric contraction

phase; B, isotonic shortening phase; C, isometric relaxation
phase; D, relengthening. (See text for details.)
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cle is elongated back to its starting length. Because the mus-
cle is unstimulated and its resting force rises somewhat dur-
ing elongation, this phase is not strictly isotonic.

In physical terms, the area enclosed by this pathway rep-
resents work done by the muscle on the external load. If the
afterload or the starting length (or both) is changed, then a
different pathway will be traced (Fig. 10.5, left). The area
enclosed will differ with changes in the conditions of con-
traction, reflecting differing amounts of external work de-
livered to the load. In a typical skeletal muscle contraction,
as shown in Fig. 10.5 (right), steps A and B are reversed dur-
ing relaxation. Such a contraction does no net external
work, and no area is enclosed by the pathway.

Cardiac Muscle Self-Regulation. Each case in Figure

10.5 (center and left) demonstrates that the active portion
of the length-tension curve provides the limit to shortening

Cardiac muscle contraction cycle

and, thus, interacts with the particular afterload chosen.
With smaller afterloads, the muscle will shorten further
than it would with a larger afterload. It is important to real-
ize that during isotonic shortening, the muscle force is lim-
ited by the magnitude of the afterload and not by the
length-tension capability of the muscle. It is the extent of
shortening at a given afterload that is limited by the length-
tension property of the muscle; this is a very important con-
sideration when measuring cardiac performance under con-
ditions of changing blood pressure and filling of the heart
(see Chapter 14). This length- and force-dependent behav-
ior is the key to autoregulation (self-regulation) by cardiac
muscle and is the functional basis of Starling's law of the
heart (see Chapter 14); when the muscle is set to a longer
length at rest, the active contraction results in a greater
shortening that is also more rapid and is preceded by a
more rapid isometric phase. This allows the heart to adjust

A
! Long starting length J
4
34 High load
B A
o
o
o
‘0—2_
3 A
3
=
1
D

T Skeletal muscle contraction cycle

X
1 E——
Low afterload Muscle length | .
1
4 1 44
Short '
4 A 7
3- %
s S
QQJ P 27
o ]
7] 3
= =
14 ]
i _’/-/y/ _
0J 0
- T T T T T T T
3 2 3 4 5
Muscle length Muscle length Muscle length

mAﬂerloaded contractions under a variety of

conditions. Left: Cardiac muscle contraction
cycles. The horizontal box shows the effect of starting at two dif-
ferent initial lengths at the same afterload. The vertical box shows
the effect of two different afterloads on shortening that begins at

the same initial length. Increasing the afterload reduces the
amount of shortening possible, as does decreasing the starting
length; in both cases, the limit to shortening is determined by the
length-tension curve. Right: The contraction cycle of skeletal
muscle. Contraction and relaxation pathways are the same.



its pumping to exactly the amount required to keep the cir-
culatory system in balance.

Variable Contractility Facilitates
Essential Physiological Adjustments

Under a wide range of conditions, the contractile behavior
of skeletal muscle is fixed and repeatable. The peak force and
shortening velocity depend primarily on muscle length and
afterload, and unless the muscle is worked to fatigue, these
properties will not change from contraction to contraction.
For this reason, skeletal muscle is said to possess fixed con-
tractility. Contractility or the contractile state of muscle
may be defined as a certain level of functional capability (as
measured by a quantity such as isometric force, shortening
velocity, etc.) when measured at a constant muscle length.
(Length must be held constant to preclude the effects of the
length-tension curve properties already discussed.) The reg-
ulation of skeletal muscle contraction to produce useful ac-
tivity is primarily the task of the CNS, using the mechanisms
of motor unit summation and partially fused tetani (see
Chapter 9). Cardiac muscle has no motor innervation, but
has a capacity for adjustment that is not solely accomplished
by changes in afterload and starting length.

The variable contractility of cardiac muscle enables it to
make adjustments to the varying demands of the circula-
tory system. Certain chemical and pharmacological agents,
as well as physiological circumstances, affect cardiac con-
tractility. The collective term for the influence of such
agents is inotropy. Contractility is altered by inotropic in-
terventions, agents or processes that change the functional
state of cardiac muscle. Positive inotropes are inotropic in-
terventions that increase contractility and include the ac-
tion of adrenergic (sympathetic nervous system) stimula-
tion, bloodborne catecholamine hormones, drugs such as
the digitalis derivatives, and an increase in the rate of stim-
ulation (i.e., increased heart rate). Negative inotropes in-
clude a decrease in heart rate, disease processes such as my-
ocarditis or coronary artery disease, and certain drugs.
Chronically reduced contractility can lead to the condition
known as heart failure (see Clinical Focus Box 10.1).

Effects of Inotropic Interventions. Figure 10.6 shows an
increase in contractility plotted on a length-tension graph.
[t has the effect of shifting the active length-tension curve
upward and to the left; relaxation and the passive curve are
minimally affected. Careful experiments have shown that
one effect of short muscle length on muscle contraction is
actually a reduction in contractility as a result of inefficien-
cies in the excitation-contraction coupling mechanism at
these lengths. Such effects cannot be separated from other
length-related effects on cardiac muscle functions, and they
are usually included without mention in the more familiar
length-dependent changes in muscle performance.

An example of the similarities and differences between
changes in resting length and changes in contractility is
shown in the force-velocity curves in Figure 10.7. The set
of curves in Figure 10.7A represents the isotonic behavior
of muscle at a constant level of contractility at three differ-
ent muscle lengths. The maximum force point on each
curve shows the isometric length-tension effect. When a
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particular afterload is chosen (in this case, 0.5 units), the
initial shortening velocity varies with the starting length,
although the curves do tend to converge at the lowest
forces. The curves in Figure 10.7B represent contractions
made at the same starting length but with the muscle oper-
ating at different levels of contractility. Again there is a dif-
ference in shortening velocity at a constant afterload, but
there is no tendency for the curves to converge at the low
forces. These examples show only one aspect of the effects
of changing contractility; those not illustrated include
changes in the rate of rise of isometric force and changes in
the time required to reach peak force in a twitch.

Ultimately, any change in the muscle contraction will
result in a change in the overall performance of the heart,
but cardiac performance can change drastically even with-
out changes in contractility because of length-tension ef-
fects. The need to distinguish such effects from changes in
contractility (to guide treatment and therapy) has led to a
search for aspects of muscle performance that are depend-
ent on the state of contractility but independent of muscle
length. The results of these studies (based on the properties
of isolated muscle) are questionable because the compli-
cated structure and function of the intact heart do not per-
mit a reliable extrapolation of findings. Instead, several em-
pirical measures have been developed from studies of the
intact heart, some of which provide a reasonable and useful
index of contractility (see Chapter 14).

The Cellular Basis of Contractility Changes. The basic
determinant of the variable contractility of cardiac muscle is
the calcium content in the myocardial cell. Under normal
conditions, the contractile filaments of cardiac muscle are
only partly activated. This is because, unlike with skeletal
muscle, not enough calcium is released to occupy all of the
troponin molecules, and not all potentially available cross-
bridges can attach and cycle. An increase in the availability
of calcium would increase the number of crossbridges acti-
vated; thus, contractility would be increased. To understand
the mechanisms of contractility change, it is necessary to
consider the factors affecting cellular calcium handling.
The processes linking membrane excitation to contrac-
tion via calcium ions are illustrated in Figure 10.8. Since
this involves many possible movements and locations of
calcium, the processes are considered in the order in which
they would be encountered during a single contraction.
The initial event is an action potential (1) traveling
along the cell surface. As in skeletal muscle, the action po-
tential enters a T tubule (2), where it can communicate with
the SR (3) to cause calcium release. This mechanism for re-
lease of calcium in cardiac muscle is much less than in skele-
tal muscle and is insufficient to cause adequate activation of
the contraction. To some extent, activation is aided by a
calcium-induced calcium release mechanism (4) triggered
by a rise in the cytoplasmic calcium concentration. The ac-
tion potential (5) on the cell surface (sarcolemma) also
causes the opening of calcium channels, through which
strong inward calcium current flows. These calcium ions
accumulate just inside the sarcolemma (6), although some
probably diffuse rapidly into the cell interior. Calcium in-
duces the rapid release of calcium from the subsarcolemmal
SR, and the calcium then diffuses the short distance to the
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CLINICAL FOCUS BOX 10.1

Heart Failure and Muscle Mechanics

Heart failure is evident when the heart is unable to main-
tain sufficient output to meet the body’s normal metabolic
needs. It is usually a progressively worsening condition.
The condition is due to either deterioration of the heart
muscle or worsening of the contributing factors external to
the heart. The term congestive heart failure refers to fluid
congestion of the lungs that often accompanies heart fail-
ure.

Patients suffering from heart failure may be unable to
perform simple everyday tasks without fatigue or short-
ness of breath. In later stages, there may be significant dis-
tress even while resting. While many intrinsic and extrinsic
factors contribute to the condition, this discussion will fo-
cus on those closely related to the mechanical properties
of the heart muscle.

Much of poor cardiac function can be understood in
terms of the mechanics of the heart muscle as it interacts
with several external factors that determine the resting
muscle length (or preload) or the load against which it
must contract (the afterload). The most important aspects
of the mechanical behavior are described by the length-
tension and force-velocity curves, which, together with
knowledge of the current state of contractility, can provide
a complete picture of the muscle function.

Some heart failure is of the systolic type. If the heart
has been damaged by a myocardial infarction (heart at-
tack) or ischemia (impaired blood supply to the heart
muscle) or by chronic overload (as with untreated high
blood pressure), the muscle may become weakened and
have reduced contractility. In this case, the load pre-
sented to the heart by the blood pressure is too high (rel-
ative to the weakened condition of the muscle), and (as
the force-velocity curve describes) the rate of shortening
(velocity) of the muscle will be reduced. The length-ten-
sion curve indicates that the larger the load, the less the
shortening (see Fig. 10.5). Therefore, less blood will be
pumped with each beat. Therapy for this type of failure in-
volves improving the contractility of the muscle and/or re-
ducing the load on the heart.

Heart failure can also be of the diastolic type (and may
occur along with systolic failure). Here the relaxation is
impaired, and the muscle is resistant to the stretch that
must take place during its filling with blood. Some types of
hypertrophy or connective tissue fibrosis also may con-

myofilaments (7) and activates them. The amount of cal-
cium in the cytoplasm, the cytosolic calcium pool, deter-
mines the magnitude of the myofilament activation and,
hence, the level of contractility.

During relaxation, the cytoplasmic calcium concentration
is rapidly lowered through several pathways. The SR mem-
brane contains a vigorous Ca>"-ATPase (8) that runs continu-
ously and is further activated, through a protein phosphoryla-
tion mechanism, by high levels of cytoplasmic calcium. At the
level of the sarcolemma, two additional mechanisms work to
rid the cell of the calcium that entered via previous action po-
tentials. A membrane Ca®>*-ATPase (9) actively extrudes cal-
cium, ejecting one calcium ion for each ATP molecule con-
sumed. Additional calcium is removed by a Na/Ca®*
exchange mechanism (10), also located in the cell membrane.

tribute to diastolic failure. Because the muscle cannot be
sufficiently lengthened during its rest period (diastole), it
begins its contraction at too short a length. As the length-
tension curve would predict, the muscle is unable to
shorten sufficiently to pump an adequate volume of blood
with each beat. Because the force-velocity curve is also
length-dependent, the speed at which the muscle can
shorten is also reduced.

Treatment of heart failure involves approaches that af-
fect several areas of muscle mechanics. Drugs that in-
crease the contractility of cardiac muscle, such as digitalis
and its derivatives, may be used to cause more effective
contraction and allow the muscle to operate along an im-
proved force-velocity curve. Most contractility-increasing
drugs work by increasing the amount of intracellular cal-
cium available to the myofilaments, thereby increasing the
number of crossbridges participating in the contractions.
Care must be taken, however, that the increased contrac-
tility does not create a metabolic demand that would fur-
ther weaken the muscle. Drugs that blunt the response of
the heart to the excitatory action of the sympathetic nerv-
ous system (which affects both heart rate and muscle con-
tractility) can protect against an increased workload. Drugs
that lower blood pressure by their effects on the arterial
muscle will reduce the load against which the heart mus-
cle must contract, and the muscle can operate on a more
efficient portion of the force-velocity curve. Drugs or di-
etary regimens that reduce blood volume (via increased re-
nal excretion of salt and water) can also lower the load
against which the muscle must contract; the same is true
of drugs that cause relaxation of the muscle in the walls of
the venous system. Lowering the blood volume also acts
to decrease the over-distension of the heart during dias-
tole. While it would seem that an increase in the resting
muscle length would have a beneficial effect on the
strength of contraction, geometric factors in the intact
heart place the overstretched muscle at a mechanical dis-
advantage that the length-tension curve cannot ade-
quately overcome.

Heart failure involves numerous interacting organ sys-
tems. The mechanical behavior of the heart muscle, as un-
derstood in the context of the length-tension and force-ve-
locity curves, is only a part of the problem. Effective
therapy must also consider factors external to the heart
muscle itself.

This mechanism is part of a coupled transport system in which
three sodium ions, entering the cell down their electrochemi-
cal gradient, are exchanged for the ejection of one calcium ion.
Proper function of this exchange mechanism requires a steep
sodium concentration gradient, maintained by the membrane
Nat/K*-ATPase (11) located in the sarcolemma. Because the
Na*/Ca®" exchange mechanism derives its energy from the
sodium gradient, any reduction in the pumping action of the
Na®/K"-ATPase leads to reduced calcium extrusion. Under
normal conditions, these mechanisms can maintain a 10,000-
fold Ca®>"* concentration difference between the inside and
outside of the cell. Since a cardiac cell contracts repeatedly
many times per minute with each beat being accompanied by
an influx of calcium, the extrusion mechanisms must also work
continuously to balance the incoming calcium. The mito-
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chondria of cardiac muscle (12) are also capable of accumulat-
ing and releasing calcium, although this system does not ap-
pear to play a role in the normal functioning of the cell.

Calcium and the Function of Inotropic Agents. Inotropic
agents usually work through changes in the internal cal-
cium content of the cell. An increase in the heart rate, for
instance, allows more separate influxes of calcium per
minute, and the amount of releasable calcium in the subsar-
colemmal space and SR increases. More crossbridges are
activated, and the force of isometric contraction (and other
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indicators of contractility) increases. This is the basis of the
force-frequency relationship, one of the principal means
of changing myocardial contractility.

Cardiac glycosides are an important class of therapeutic
agents used to increase the contractility of failing hearts.
The drug digitalis, used for centuries for its effects on the
circulation, is typical of these agents. While some details of
its action are obscure, the drug has been shown to work by
inhibiting the membrane Na*/K*-ATPase. This allows the
cell to gain sodium and reduces the steepness of the sodium
gradient. This makes the Na*/Ca>" exchange mechanism
less effective, and the cell gains calcium. Since more cal-
cium is available to activate the myofilaments, contractility
increases. These effects, however, can lead to digitalis tox-
icity when the cell gains so much calcium that the capacity
of the sarcoplasmic and sarcolemmal binding sites is ex-
ceeded. At this point, the mitochondria begin to take up
the excess calcium; however, too much mitochondrial cal-
cium interferes with ATP production. The cell, with its
ATP needs already increased by enhanced contractility, is
less able to pump out accumulated calcium, and the final re-
sult is a lowering of metabolic energy stores and a reduction
in contractility. Some changes in the contractility of car-
diac muscle may be permanent and life threatening. Many
of these changes are due to disease or factors external to the
heart and may be described by the general term cardiomy-
opathy (see Clinical Focus Box 10.2).

Sources of Energy for Cardiac Muscle Function

In contrast to skeletal muscle, cardiac muscle does not
have the opportunity to rest from a period of intense ac-
tivity to “pay back” an oxygen debt. As a result, the me-
tabolism of cardiac muscle is almost entirely aerobic un-
der basal conditions and uses free fatty acids and lactate as
its primary substrates. This correlates with the high con-
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sible to make a direct measure of a zero-force contraction at each
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the curves to converge at the low forces.
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Calcium entry

Calcium exit

FIGURE 10.8 The paths of calcium in and out of the car-
diac muscle cell and its role in the regula-

tion of contraction. (See text for details.)

CLINICAL FOCUS BOX 10.2

Cardiomyopathies: Abnormalities of Heart Muscle

Heart disease takes many forms. While some of these are
related to problems with the valves or the electrical con-
duction system (see Chapters 13 and 14), many are due to
malfunctions of the cardiac muscle itself. These condi-
tions, called cardiomyopathy, result in impaired heart
function that may range from being essentially asympto-
matic to malfunctions causing sudden death.

There are several types of cardiomyopathy, and they
have several causes. In hypertrophic cardiomyopathy,
an enlargement of the cardiac muscle fibers occurs be-
cause of a chronic overload, such as that caused by hyper-
tension or a defective heart valve. Such muscle may fail
because its high metabolic demands cannot be met, or fa-
tal electrical arrhythmias may develop (see Chapter 13).
Congestive or dilated cardiomyopathy refers to car-
diac muscle so weakened that it cannot pump strongly
enough to empty the heart properly with each beat. In re-
strictive cardiomyopathy, the muscle becomes so stiff-
ened and inextensible that the heart cannot fill properly be-
tween beats. Chronic poisoning with heavy metals, such as
cobalt or lead, can produce toxic cardiomyopathy. The
skeletal muscle degeneration associated with muscular
dystrophy is often accompanied by cardiomyopathy (see
Chapter 8).

The cardiomyopathy arising from viral myocarditis is
difficult to diagnose and may show no symptoms until
death occurs. The action of some enteroviruses (e.g., cox-
sackievirus B) may cause an autoimmune response that

tent of mitochondria in the cells and with the high cellu-
lar content of myoglobin. Under conditions of hypoxia
(lack of oxygen), the anaerobic component of the metab-
olism may approach 10% of the total, but beyond that
limit, the supply of metabolic energy is insufficient to sus-
tain adequate function.

The substrates that provide chemical energy input to the
heart during periods of increased activity consist of carbo-
hydrates (mostly in the form of lactic acid produced as a re-
sult of skeletal muscle exercise; see Chapters 8 and 9), fats
(largely as free fatty acids), and, to a small degree, ketone
body acids and amino acids. The relative amounts of the
various metabolites vary according to the nutritional status
of the body. Because of the highly aerobic nature of cardiac
muscle metabolism, there is a strong correlation between
the amount of work performed and the amount of oxygen
consumed. Under most conditions, the contraction of car-
diac muscle in the intact heart is approximately 20% effi-
cient, with the remainder of the energy going to other cel-
lular processes or wasted as heat. Regardless of the dietary
or metabolic source of energy, ATP (as in all other muscle
types) provides the immediate energy for contraction. As in
skeletal muscle, cardiac muscle contains a “rechargeable”
creatine phosphate buffering system that supplies the
short-term ATP demands of the contractile system.

does the actual damage to the muscle. This damage may
occur at the subcellular level by interfering with energy
metabolism while producing little apparent structural dis-
ruption. Such conditions, which can usually only be diag-
nosed by direct muscle biopsy, are difficult to treat effec-
tively, although spontaneous recovery can occur.
Excessive and chronic consumption of alcohol can also
cause cardiomyopathy that is often reversible if total absti-
nence is maintained. In tropical regions, infection with a
trypanosome (Chagas’ disease) can produce chronic car-
diomyopathy. The tick-borne spirochete infection called
Lyme disease can cause heart muscle damage and lead
to heart block, a conduction disturbance (see Chapter 13).

Another important kind of cardiomyopathy arises from
ischemia, an inadequate oxygen (blood) supply to working
cardiac muscle. An acute ischemic episode may be fol-
lowed by a stunned myocardium, with reduced me-
chanical performance. Chronic ischemia can produce a hi-
bernating myocardium, also with reduced mechanical
performance. Ischemic tissue has impaired calcium han-
dling, which can lead to destructively high levels of inter-
nal calcium. These conditions can be improved by reestab-
lishing an adequate oxygen supply (e.g., following clot
dissolution or coronary bypass surgery), but even this
treatment is risky because rapidly restoring the blood flow
to ischemic tissue can lead to the production of oxygen
radicals that cause significant cellular damage. The use of
calcium blockers and free radical scavengers, such as vita-
min E, following ischemic episodes may limit this damage.
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REVIEW QUESTIONS

DIRECTIONS: Each of the numbered (D) The electrical activity is conducted (A) The resting muscle length from which

items or incomplete statements in this too slowly for tetanus to occur contraction begins

section is followed by answers or 5. The contraction cycle for cardiac (B) The size of the preload, which sets

completions of the statement. Select the muscle differs in significant ways from the initial length

ONE lettered answer or completion that is that of skeletal muscle. Which (C) The size of the afterload during

BEST in each case. situation below is more typical of isotonic shortening

cardiac muscle? (D) The rate (velocity) at which the

1. Which of the following sets of attrib- (A) The cycle involves only isometric muscle shortens
utes best characterizes cardiac muscle? contraction and relaxation 9. The factor common to most changes in
(A) Large cells, electrically isolated, (B) Isometric relaxation occurs at a cardiac muscle contractility is the
neurally stimulated shorter length than isometric (A) Amplitude of the action potential
(B) Small cells, electrically coupled, contraction (B) Availability of cellular ATP
chemically stimulated (C) The muscle relaxes along the same (C) Cytoplasmic calcium
(C) Small cells, electrically coupled, combination of lengths and forces that concentration
spontaneously active it took during contraction (D) Rate of neural stimulation
(D) Small cells, electrically isolated, (D) The complete cycle in cardiac 10. At a given muscle length, the velocity
spontaneously active muscle is isotonic of contraction depends on

2. Cardiac muscle functions as both an 6. What is the physiological role of the (A) Only the afterload
electrical and a mechanical syncytium. passive length-tension curve in cardiac (B) Only the contractility of the
The structural basis of this ability muscle? muscle
is the (A) It ensures that force stays constant (C) Both the contractility and the
(A) T tubule system as the muscle is stretched afterload
(B) Intercalated disks (B) It allows the muscle to be extended (D) Only the preload because the
(C) Striated nature of the contractile without limit when it is at rest contractility is constant
system (C) It lets the resting muscle length
(D) Extensive SR to be set in proportion to the

3. The regulation of contraction in preload SUGGESTED READING
cardiac muscle is (D) It prevents a contraction from American Heart Association. Website:
(A) Most like that of smooth muscle having an isometric phase at shorter http://www.americanheart.org.

(i.e., myosin-linked) lengths Braunwald EG, Ross JR, Sonnenblick EH.
(B) Most like that of skeletal muscle 7. Why does cardiac muscle shorten less Mechanisms of Contraction of the
(i.e., actin-linked) at higher afterloads? Normal and Failing Heart. Boston: Lit-
(@) Independent of filament-related (A) Higher loads cause a reduction in tle, Brown, 1976.

proteins contractility and this limits the Heller LJ, Mohrman DE. Cardiovascular
(D) Dependent on autonomic neural shortening Physiology. New York: McGraw-Hill,
stimulation (B) Higher loads cause rapid fatigue, 1981.

4. What prevents cardiac muscle from which limits the shortening Ford LE. Muscle Physiology and Cardiac
undergoing a tetanic contraction? (C) Moving a heavy load causes Function. Carmel, IN: Biological Sci-
(A) The rate of neural stimulation is premature relaxation ences Press-Cooper Group, 2000.
limited by the CNS (D) It encounters the limit set by the Katz AM. Physiology of the Heart. 2nd
(B) The muscle fatigues so quickly that length-tension curve with less Ed. New York: Raven, 1992.
it must relax fully between contractions shortening Noble D. The Initiation of the Heart-
(C) The refractory period of the action 8. What factor provides the most beat. Oxford: Oxford University
potential lasts into the relaxation phase important limit to force production in Press, 1979.
of the contraction cardiac muscle? WebMD. Website: http://www.webmd.org.

CASE STUDIES FOR

CASE STUDY FOR CHAPTER 8 four limbs, but the woman does not complain of muscu-

lar soreness. She is somewhat underweight, slightly
short of breath, and speaks in a low voice. Laboratory

Polymyositis in an Older Patient

A 67-year-old woman consulted her physician because of tests show a moderately elevated creatine kinase level.
recent and progressive muscle weakness. She reported There is no family history of muscle problems, and she is
difficulty in rising out of a chair and had intermittent diffi- not currently taking any medication.

culty in swallowing. Physical examination reveals the Because of the symptoms present, no muscle biopsy
presence of a light purple rash around her eyes and on or electromyographic study is carried out. A tentative di-
her knuckles and elbows. Muscle weakness is noted in all agnosis of polymyositis/dermatomyositis was made. The

(continued)
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woman is placed on high-dose prednisone, and arrange-
ments are made for periodic tests for circulating muscle
enzymes. Because of her age, she is referred to a cancer
specialist to screen for a possible underlying malig-
nancy, and physical therapy is strongly recommended.

In follow-up visits, the woman shows gradual im-
provement in muscle strength, and her rash is much less
apparent. No malignancy is detected. She maintains a
regimen of physical therapy and is able to have the pred-
nisone dosage progressively reduced over the course of
the next year.

Questions

1. What was a likely cause for the patient’s underweight condi-
tion?

2. Could the shortness of breath also have been a result of
polymyositis?

3. Does the pattern of recovery suggest that the diagnosis was
correct?

4. What was the underlying cause of her disease?

Answers to Case Study Questions for Chapter 8

1. Patients with polymyositis involving the pharyngeal and
esophageal muscles have difficulty swallowing. This leads
to reduced nutritional intake, to the point where it may be
life threatening.

2. Although several things could contribute to shortness of
breath, weakness of the respiratory muscles can lead to hy-
poventilation; this, too, can be life threatening.

3. The response to therapy was what one would expect for a
person suffering from polymyositis. Conditions such as
muscular dystrophy would not have responded as well to
the prednisone therapy.

4. Because a malignancy was ruled out, this case must be con-
sidered, like most cases of polymyositis, to be of idiopathic
origin.
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CASE STUDY FOR CHAPTER 9

A Muscle-Pull Injury

A 35-year-old man visited his family physician early on a
Monday morning. He walked into the waiting room with
a pronounced limp, favoring his right leg, and was in ob-
vious discomfort. When he arose from the waiting-room
chair, it was with some difficulty and with considerable
assistance from his arms and his left leg. He related that,
during the weekend, he had been putting up a swing in a
backyard tree for his children. At one point during the
work, he jumped to the ground from a ladder leaning
against the tree, a distance of about 4 feet. As he landed,
he felt a sharp pain in the front of his right thigh, and he
fell to his knees upon landing. He was immediately in
considerable discomfort, and the pain did not lessen
over the course of the weekend.

Physical examination reveals a somewhat swollen as-
pect to the lower part of the anterior surface of his right
thigh. The area is tender to the touch, but the pain does
not involve the knee joint. Using the left leg for compari-
son, he is considerably impaired in his ability to extend
the lower portion of his right leg and doing so causes
great discomfort.

After the physical examination, he is told that he has
most likely experienced a strain (or “pull”) of the rectus
femoris muscle. He is given a few days’ supply of a non-

steroidal drug to manage the pain and inflammation and
is told to lessen the pain by applying ice packs to the af-
fected region. He is advised to avoid stair climbing as
much as possible during this time, but to begin walking
as soon as he could do it without undue pain. On a fol-
low-up visit 2 weeks later, he is experiencing little im-
pairment in walking, although the strength of the leg is
still less than normal and stair climbing is still somewhat
of a problem. He is advised to return to regular activity,
but to avoid any undue overloading of the affected leg
for the foreseeable future.

Questions

1. What kind of contraction was the injured muscle undergo-
ing at the time of the injury? Why does this kind of activity
pose a special risk for injury?

2. What factors contributed to the occurrence and severity of
this injury?

3. Why was the pain localized to the lower portion of the
thigh?

4. What sort of activity would be most likely to reinjure the
muscle?

5. What precautions should be taken to avoid reinjury?

6. Why was the patient given a limited supply of the pain med-
ication?

Answers to Case Study Questions for Chapter 9

1. The muscle was undergoing an eccentric contraction; that
is, the muscle was activated in order to break the fall upon
landing, and the body weight extended it while it was ac-
tive. Such a stretch can produce a force considerably in ex-
cess of the maximal isometric capability of a muscle.

2. The first factor was the sudden eccentric contraction (see
above). Second, because the patient was not accustomed to
the activity in question, the muscle was not conditioned to
absorb the suddenly applied stretch. Third, the height from
which the patient jumped could potentially generate a force
considerably greater than the capability of the muscle.

3. The pain was localized in the general area of the myotendi-
nous junction, the area where damage is most likely to oc-
cur.

4. Given the same conditions, a similar jump to the one caus-
ing the injury would be quite likely to result in reinjury. In
general, any activity that would lead to an eccentric contrac-
tion of the muscle would put it at risk. This would explain
the caution against stair climbing during the early stages of
recovery.

5. There should be a gradual return to full activity, with ade-
quate time for healing and repair, without any sudden in-
crease in the use of the muscle. The initial precipitating be-
havior should be avoided.

6. The use of the anti-inflammatory medication should be lim-
ited because its continued use has been shown to delay the
healing process, and it could also mask warning signs of
reinjury.
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CASE STUDY FOR CHAPTER 10

Heart Failure

A 50-year-old man consulted his family physician with
the principal complaint of shortness of breath and fa-
tigue upon rather mild exertion and a recent weight gain.
He appears to be rather pale, moderately overweight,
and somewhat short of breath from walking from his car

(continued)



to the office. A careful history yields several pieces of in-
formation: He has been a light smoker for most of his
adult life, although he has tried to quit; he attributes his
morning cough, which resolves after being up for a
while, to the smoking habit. He reports that sometimes
he awakens suddenly during the night with a feeling of
suffocation; sitting upright for a while makes this feeling
go away. He has been treated for chronic hypertension,
but is no longer taking his prescribed medication. Minor
chest pain that he associates with heavy exertion quickly
ceases on resting.

Physical examination notes some swelling of his an-
kles and feet, and palpation reveals a somewhat en-
larged and tender liver. Distinct basilar rales (abnormal
sounds that indicate pulmonary congestion) are heard
during auscultation of the chest. A chest X-ray shows
moderate enlargement of the heart, and the same find-
ing (cardiomegaly) was apparent in an ultrasound exam-
ination.

The patient is placed on a mild diuretic, along with a
drug designed to relax the smooth muscle in the walls of
both arteries and veins. He is advised to limit salt intake
to less than 4 grams per day; other dietary restrictions
include a reduction in the amount of saturated fat and
red meat. He is advised that moderate exercise, such as
walking, would be beneficial if it is tolerated well. He is
referred to a support program to help him quit smoking.

During the next few weeks, significant improvement
in exercise tolerance is noted, and both systolic and dias-
tolic blood pressures are reduced. His weight has de-
creased somewhat. The abnormal lung sounds are ab-
sent, and he has been able to quit smoking.

Questions

1. The X-ray and ultrasound data show an increase in the
amount of heart muscle. If this was the case, why did the
patient suffer from the problems reported above?

2. What effect would lowering the systolic blood pressure
have on the ability of the heart muscle to shorten. Why?

3. This patient was not treated with contractility-enhancing
drugs. Would such medication have been helpful in this
case?

4. Did the result of the diuretic therapy relate most directly to
the properties of the muscle at rest or during contraction?

5. Was the patient’s morning cough most likely a result of
smoking?

6. Did the complaint of fatigue during exercise relate more
strongly to problems of the muscle at rest or during con-
traction?
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7. Did the beneficial effects of his therapy relate more to
changes in contractility or to changes in the mechanical sit-
uation of the heart muscle?

8. What is the benefit of a drug that tends to relax both arterial
and venous smooth muscle?

Answers to Case Study Questions for Chapter 10

1. Because of the continuous overload of the heart muscle, it
had hypertrophied. At this stage of the patient’s disease,
however, even the added muscle strength was not sufficient
to handle the demands of the body during exercise.

2. With a lowered systolic pressure, the afterload during short-
ening would be reduced. An examination of the length-ten-
sion curve shows that more shortening would be possible,
and the force-velocity curve would predict that the contrac-
tion would also be more rapid.

3. The use of drugs such as digitalis could have relieved the
patient’s symptoms sooner, but the risks of such drugs
(heart rhythm disturbances, systemic and cardiac toxicity,
etc.) make it advisable, if at all possible, to let the inherent
properties of the muscle, when properly aided, to correct
the problem.

4. The diuretic therapy reduced the blood volume, which
meant that the heart muscle was less distended at rest. A
lowered arterial volume would have also lowered the after-
load on the muscle. Thus, both aspects of the problem were
addressed.

5. Because the cough went away soon after arising, it was
more likely a result of fluid accumulation in the lungs. The
increased heart rate and contractility of the muscle associ-
ated with waking activity would have at least partly over-
come this problem as the day progressed.

6. The feeling of fatigue is related to the lack of blood circula-
tion in the skeletal muscle. This was most directly related to
the weakened state of the heart muscle during contraction,
which would reduce the amount of blood that could be
pumped with each beat.

7. Because the patient was not given drugs that directly ad-
dressed the contractility of the muscle, the beneficial
changes must have come about principally through the re-
duction of the preload and afterload on the muscle.

8. Such drugs can address problems of both excessive after-
load and preload at the same time.
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® THE IMMUNE SYSTEM

KEY CONCEPTS

m HEMOSTASIS

1. Blood functions as a dynamic tissue.

2. Blood consists of erythrocytes, leukocytes, and platelets
suspended within a solute-rich plasma.

3. Erythrocytes carry oxygen to the tissues.

4. Leukocytes protect the body against pathogens.

5. Platelets and plasma proteins control hemostasis, a
process that stops blood loss after injury and promotes
wound healing.

6. Blood cells are derived from bone marrow precursors.

lood is a highly differentiated, complex living tissue

that pulsates through the arteries to every part of the
body, interacts with individual cells via an extensive capil-
lary network, and returns to the heart through the venous
system. Many of the functions of blood are undertaken in
the capillaries, where the blood flow slows dramatically, al-
lowing the efficient diffusion and transport of oxygen, glu-
cose, and other molecules across the monolayer of en-
dothelial cells that form the thin capillary walls. In addition
to transport, blood and the cells within it mediate other es-
sential aspects of immunity and hemostasis.

The human body is continually invaded by pathogenic
microorganisms that enter through skin cuts, mucous mem-
branes, and other sites of infection and tissue disruption. To
oppose pathogenic microbes, the body has developed a
highly sophisticated immune system. Cells of the immune
system, the white blood cells, are derived from bone mar-
row precursors and are delivered to their sites of action by

7. In protecting the body against irritants and pathogens, the
process of inflammation often results in the destruction of
healthy tissue.

8. Adaptive immunity is specific and acquired.

9. During clotting, platelets release biologically active cofac-
tors, which promote wound healing,

10. inflammation, angiogenesis (blood vessel formation), and
host defense.

the blood. These cells, also known as leukocytes, exert their
effects in conjunction with antibodies and protein cofactors
in blood. In this chapter, we will see how certain leukocytes
act without prior sensitization to neutralize offending
pathogens, while others require a prior infectious insult to
deal with invaders.

In addition to infectious assault, the body is continually
threatened by the devastating consequences of vascular
leak or hemorrhage as a result of even the most innocuous
tissue injury. A highly organized clotting system, consist-
ing of blood platelets that work in conjunction with blood
plasma clotting factors, prevents excessive fluid loss by rap-
idly forming a hemostatic plug. In addition to physically
constraining fluids within ruptured vessels, platelets release
potent biological cofactors during the development of this
hemostatic plug, which promote wound healing, prevent
further infection, and promote the development and vascu-
larization of new tissue.
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THE COMPONENTS OF BLOOD

Blood is an opaque, red liquid consisting of several types of
cells suspended in a complex, amber fluid known as plasma.
When blood is allowed to clot or coagulate, the suspending
medium is referred to as serum.

Blood Has a Higher Density and
Viscosity than Water

Blood is normally confined to the circulation, including the
heart and the pulmonary and systemic blood vessels. Blood
accounts for 6 to 8% of the body weight of a healthy adult.
The blood volume is normally 5.0 to 6.0 L in men and 4.5
to 5.5 L in women.

The density (or specific gravity) of blood is approxi-
mately 1.050 g/mL. Density depends on the number of
blood cells present and the composition of the plasma. The
density of individual blood cells varies according to cell
type and ranges from 1.115 g/mL for erythrocytes to 1.070
g/mL for certain leukocytes.

While blood is only slightly heavier than water, it is cer-
tainly much thicker. The viscosity of blood, a measure of
resistance to flow, is 3.5 to 5.5 times that of water. Blood's
viscosity increases as the total number of cells present in-
creases and when the concentration of large molecules
(macromolecules) in plasma increases. At pathologically
high viscosity, blood flows poorly to the extremities and in-
ternal organs.

The Erythrocyte Sedimentation Rate
and Hematocrit Are Important
Diagnostic Measurements

Erythrocytes are the red cells of blood. Since erythrocytes
have only a slightly higher density than the suspending
plasma, they normally settle out of whole blood very
slowly. To determine the erythrocyte sedimentation rate
(ESR), anticoagulated blood is placed in a long, thin, grad-
uated cylinder (Fig. 11.1). As the red cells sink, they leave
behind the less dense leukocytes and platelets in the sus-
pending plasma. Erythrocytes in the blood of healthy men
sediment at a rate of 2 to 8 mm/hr; those in the blood of
healthy women sediment slightly faster (2 to 10 mm/hr).

The ESR can be an important diagnostic index, as values
are often significantly elevated during infection, in patients
with arthritis, and in patients with inflammatory diseases. In
some diseases, such as sickle-cell anemia, polycythemia (ab-
normal increase in red cell numbers), and hyperglycemia
(elevated blood sugar levels), the ESR is slower than normal.
The reasons for alterations in the ESR in disease states are
not always clear, but the cells tend to sediment faster when
the concentration of plasma proteins increases.

Blood cells can be quickly separated from the suspend-
ing fluid by simple centrifugation. When anticoagulated
blood is placed in a tube that is rotated about a central
point, centrifugal forces pull the blood cells from the sus-
pending plasma. The hematocrit is the portion of the total
blood volume that is made up of red cells. This value is de-
termined by the centrifugation of small capillary tubes of
anticoagulated blood to pack the cells.
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@Determination of the erythrocyte sedimen-
tation rate (ESR). Fresh, anticoagulated blood
is allowed to settle at room temperature in a graduated cylinder.

After a fixed time interval (1 hour), the distance (in millimeters)
that the erythrocytes sediment is measured.

Determination of hematocrit values is a simple and im-
portant screening diagnostic procedure in the evaluation of
hematological disease. Hematocrit values of the blood of
healthy adults are 47 = 5% for men and 42 * 5% for
women. Decreased hematocrit values often reflect blood
loss as a result of bleeding or deficiencies in blood cell pro-
duction. Low hematocrit values indicate the presence of
anemia, a reduction in the number of circulating erythro-
cytes. Increased hematocrit levels may likewise indicate a
serious imbalance in the production and destruction of red
cells. Increased production (or decreased rate of destruc-
tion) of erythrocytes results in polycythemia, as reflected
by increased hematocrit values. Dehydration, which de-
creases the water content and, thus, the volume of plasma,
also results in an increase in hematocrit.

Blood Functions as a Dynamic Tissue

While the cellular and plasma components of blood may
act alone, they often work in concert to perform their func-
tions. Working together, blood cells and plasma proteins
play several important roles, including
e Transport of substances from one area of the body to
another
Immunity, the body's defense against disease
Hemostasis, the arrest of bleeding
Homeostasis, the maintenance of a stable internal envi-
ronment

Transport. Blood carries several important substances
from one area of the body to another, including oxygen,
carbon dioxide, antibodies, acids and bases, ions, vitamins,
cofactors, hormones, nutrients, lipids, gases, pigments,
minerals, and water. Transport is one of the primary and
most important functions of blood, and blood is the pri-
mary means of long-distance transport in the body. Sub-
stances can be transported free in plasma, bound to plasma
proteins, or within blood cells.
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Oxygen and carbon dioxide are two of the more impor-
tant molecules transported by blood. Oxygen is taken up
by the red cells as they pass through capillaries in the lung.
In tissue capillaries, red cells release oxygen, which is then
used by respiring tissue cells. These cells produce carbon
dioxide and other wastes.

The blood also transports heat. By doing so, it maintains
the proper temperature in different organs and tissues, and
in the body as a whole.

Immunity. Blood leukocytes are involved in the body's
battle against infection by microorganisms. While the skin
and mucous membranes physically restrict the entry of in-
fectious agents, microbes constantly penetrate these barri-
ers and continuously threaten internal infection. Blood
leukocytes, working in conjunction with plasma proteins,
continuously patrol for microbial pathogens in the tissues
and in the blood. In most cases, penetrating microbes are
efficiently eliminated by the sophisticated and elaborate
antimicrobial systems of the blood.

Hemostasis. Bleeding is controlled by the process of he-
mostasis. Complex and efficient hemostatic mechanisms
have evolved to stop hemorrhage after injury, and their fail -
ure can quickly lead to fatal blood loss (exsanguination).
Both physical and cellular mechanisms participate in he-
mostasis. These mechanisms, like those of the immune sys-
tem, are complex, interrelated, and essential for survival.

Homeostasis. Homeostasis is a steady state that provides
an optimal internal environment for cell function (see
Chapter 1). By maintaining pH, ion concentrations, osmo-
lality, temperature, nutrient supply, and vascular integrity,
the blood system plays a crucial role in preserving home-
ostasis. Homeostasis is the result of normal functioning of
the blood's transport, immune, and hemostatic systems.

Plasma Contains Many Important Solutes

Plasma is composed mostly of water (93%) with various
dissolved solutes, including proteins, lipids (fats), carbohy-
drates, amino acids, vitamins, minerals, hormones, wastes,
cofactors, gases, and electrolytes (Table 11.1). The solutes
in plasma play crucial roles in homeostasis, such as main-
taining normal plasma pH and osmolality.

There Are Three Types of Blood Cells

Blood cells include erythrocytes (red blood cells),
leukocytes (white blood cells), and platelets (thrombo-
cytes). Each microliter (a millionth of a liter) of blood
contains 4 to 6 million erythrocytes, 4,500 to 10,000
leukocytes, and 150,000 to 400,000 platelets. There are
several subtypes of leukocytes, defined by morphological
differences (Fig. 11.2), each with vastly different func-
tional characteristics and capabilities. Table 11.2 lists the
normal circulating levels of different blood cell types.
Of the total leukocytes, 40 to 75% are neutrophilic,
polymorphonuclear (multinucleated) cells, otherwise
known as neutrophils. These phagocytic cells actively in-
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Some Components of Plasma
Normal
Concentration
Class Substance Range
Cations Sodium (Na™) 136—145 mEq/L
Potassium (K™) 3.5-5.0 mEq/L
Calcium (Ca®™) 4.2-5.2 mEq/L
Magnesium (Mg?™") 1.5-2.0 mEq/L
Iron (Fe?*) 50—170 pg/dL
Copper (Cu*™) 70-155 pg/dL
Hydrogen (H") 35-45 nmol/L
Anions Chloride (CI7) 95-105 mEq/L
Bicarbonate (HCO73) 22-26 mEq/L
Lactate 0.67—1.8 mEq/L
Sulfate (SO% ) 0.9-1.1 mEq/L
Phosphate 3.0—4.5 mg/dL
(HPOY /H,POY)
Proteins Total 6-8 g/dL
Albumin 3.5-5.5 g/dL
Globulin 2.3-3.5 g/dL
Fats Cholesterol 150-200 mg/dL
Phospholipids 150—220 mg/dL
Triglycerides 35-160 mg/dL
Carbohydrates Glucose 70-110 mg/dL
Vitamins, Vitamin B, 200-800 pg/mL
cofactors, and Vitamin A 0.15-0.6 pg/mL
enzymes Vitamin C 0.4-1.5 mg/dL
2,3-Diphosphoglycerate 3—4 mmol/L
(DPG)
Transaminase (SGOT) 9-40 U/mL
Alkaline phosphatase 20-70 U/L
Acid phosphatase 0.5-2 U/L
Other substances Creatinine 0.6-1.2 mg/dL
Uric Acid 0.18—0.49 mmol/L
Blood urea nitrogen 7—18 mg/dL
lodine 3.5-8.0 pg/dL
CcO, 23-30 mmol/L
Bilirubin (total) 0.1-1.0 mg/dL
Aldosterone 3—-10 ng/dL
Cortisol 5-18 pg/dL
Ketones 0.2-2.0 mg/dL

gest and destroy invading microorganisms. Eosinophils
and basophils are polymorphonuclear cells that are present
in low numbers in blood (1 to 6% of total leukocytes) and
participate in allergic hypersensitivity reactions. Mononu-
clear cells, including monocytes and lymphocytes, com-
prise 20 to 50% of the total leukocytes. These cells gener-
ate antibodies and mount cellular immune reactions against
invading agents.

The number and relative proportion of the leukocyte
subtypes can vary widely in different disease states. For ex-
ample, the absolute neutrophil count often increases during
infection, presumably in response to the infection.
Eosinophil counts increase when allergic individuals are ex-
posed to allergens. Lymphocyte counts decrease in AIDS
and during some other viral infections. For this reason, in
addition to a blood cell count, a differential analysis of
leukocyte subtypes, performed by microscopic examina-
tion of stained slides, can provide important clues to the di-
agnosis of disease.
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@Types of leukocytes in blood and tissues.
All of the cells shown here are found in the cir-
culation except the macrophage, which differentiates from acti-
vated monocytes in tissue.

Erythrocytes Carry Oxygen to Tissues

Erythrocytes are the most numerous cells in blood. These
biconcave disks lack a nucleus and have a diameter of about
7 wm and a maximum thickness of 2.5 wm. The shape of
the erythrocyte optimizes its surface area, increasing the ef-
ficiency of gas exchange.

The erythrocyte maintains its shape by virtue of its com-
plex membrane skeleton, which consists of an insoluble
mesh of fibrous proteins attached to the inside of the
plasma membrane. This structural arrangement allows the
erythrocyte great flexibility as the cell twists and turns
through small, curved vessels. In addition to structural pro-
teins of the membrane, several functional proteins are
found in the cytoplasm of erythrocytes. These include he-
moglobin (the major oxygen-carrying protein), antioxidant
enzymes, and glycolytic systems to provide cellular energy

a-:-1BRE -8 Circulating Blood Cell Levels

Blood Cell Type

Approximate Normal Range

Erythrocytes (cells/pL)

Men 4.3-5.9 X 10°
Women 3.5-5.5 X 10°
Leukocytes (cells/pL) 4,500-11,000
Neutrophils 4,000~7,000
Lymphocytes 2,500-5,000
Monocytes 100—1,000
Eosinophils 0-500
Basophils 0-100

Platelets (cells/pL) 150,000—400,000

(ATP). The plasma membrane possesses ion pumps that
maintain a high level of intracellular potassium and a low
level of intracellular calcium and sodium.

Hemoglobin, the red, oxygen-transporting protein of
erythrocytes, consists of a globin (or protein) portion and
four heme groups, the iron-carrying portion. The molecu-
lar weight of hemoglobin is about 64,500. This complex
protein possesses four polypeptide chains: two a-globin
molecules of 141 amino acids each and two molecules of
another type of globin chain (3, v, A, or €), each contain-
ing 146 amino acid residues (Fig. 11.3).

Four types of hemoglobin molecules can be found in hu-
man erythrocytes: embryonic, fetal, and two different types
found in adults (HbA, HbA,). Each hemoglobin molecule
is designated by its polypeptide composition. For example,
the most prevalent adult hemoglobin, HbA, consists of two
a chains and two B chains. Its formula is given as a,[3,.
HbA,, which makes up about 1.5 to 3% of total hemoglo-
bin in an adult, has the subunit formula a,A,. Fetal hemo-
globin (a,7y,) is the major hemoglobin component during
intrauterine life. Its levels in circulating blood cells decrease
rapidly during infancy and reach a concentration of 0.5% in
adults. Embryonic hemoglobin is found earlier in develop-
ment. [t consists of two a chains and two € chains (o,€,).
The production of € chains ceases at about the third month
of fetal development.

The production of each type of globin chain is con-
trolled by an individual structural gene with five different
loci. Mutations, which can occur anywhere in these five
loci, have resulted in the production of over 550 types of
abnormal hemoglobin molecules, most of which have no
known clinical significance. Mutations can arise from a sin-
gle substitution within the nucleic acid of the gene coding
for the globin chain, a deletion of the codons, or gene re-
arrangement as a result of unequal crossing over between
homologous chromosomes. Sickle-cell anemia, for exam-

ple, results from the presence of sickle-cell hemoglobin
(HbS), which differs from normal adult hemoglobin A be-

@Structure of hemoglobin A. Each molecule of
hemoglobin possesses four polypeptide chains,
each containing iron bound to its heme group (Modified from

Dickerson RE, Geis I. The Structure and Action of Proteins. New
York: Harper & Row, 1969;3.)
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cause of the substitution of a single amino acid in each of
the two B chains.

Oxyhemoglobin (HbO,), the oxygen-saturated form of
hemoglobin, transports oxygen from the lungs to tissues,
where the oxygen is released. When oxygen is released,
HbO, becomes reduced hemoglobin (Hb). While oxygen-
saturated hemoglobin is bright red, reduced hemoglobin is
bluish-red, accounting for the difference in the color of
blood in arteries and veins.

Certain chemicals readily block the oxygen-transport-
ing function of hemoglobin. For example, carbon monox-
ide (CO) rapidly replaces oxygen in HbO,, resulting in the
formation of the stable compound carboxyhemoglobin
(HbCO). The formation of HbCO accounts for the as-
phyxiating properties of CO. Nitrates and certain other
chemicals oxidize the iron in Hb from the ferrous to the
ferric state, resulting in the formation of methemoglobin
(metHb). MetHb contains oxygen bound tightly to ferric
iron; as such, it is useless in respiration. Cyanosis, the dark-
blue coloration of skin associated with anoxia, becomes ev-
ident when the concentration of reduced hemoglobin ex-
ceeds 5 g/dL. Cyanosis may be rapidly reversed by oxygen
if the condition is caused only by a diminished oxygen sup-
ply. However, cyanosis caused by the intestinal absorption
of nitrates or other toxins, a condition known as enteroge-
nous cyanosis, is due to the accumulation of stabilized
methemoglobin and is not rapidly reversible by the admin-
istration of oxygen alone.

Normal Red Cell Values. In evaluating patients for hema-
tological diseases, it is important to determine the hemoglo-
bin concentration in the blood, the total number of circulat-
ing erythrocytes (the red cell count), and the hematocrit.
From these values several other important blood values can be
calculated, including mean cell hemoglobin concentration
(MCHC), mean cell hemoglobin (MCH), mean cell volume
(MCV), and blood oxygen carrying capacity.

The MCHC provides an index of the average hemoglo-
bin content in the mass of circulating red cells. It is calcu-
lated as follows:

MCHC = Hb (g/L)/hematocrit
Example: 150 g/LL = 0.45 = 333 g/L

(1)

Low MCHC values indicate deficient hemoglobin syn-
thesis. High MCHC values do not occur in erythrocyte dis-
orders, because normally the hemoglobin concentration is
close to the saturation point in red cells. Note that the
MCHC value is easily obtained by a simple calculation
from measurements that can be made without sophisticated
instrumentation.

The MCH value is an estimate of the average hemoglo-
bin content of each red cell. It is derived as follows:

MCH = Blood hemoglobin (g/L)/
Red cell count (cells/L) (2)

Example: 150 g/L + (5 X 10" cells/L) = 30 X 10~ "* g/
cell = 30 pg/cell

Since the red cell count is usually related to the hemat-
ocrit, the MCH is usually low when the MCHC is low. Ex-

ceptions to this rule yield important diagnostic clues.
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The MCV value reflects the average volume of each red
cell. It is calculated as follows:

MCV = Hematocrit/Number of red cells

Example: 0.450/(5 X 10" cells/L) = 0.090 X 10~ "> L/
cell =90 fL (1 fL=10"""L)

Each gram of hemoglobin can combine with and trans-
port 1.34 mL of oxygen. Thus, the oxygen carrying capac-
ity of 1 dL of normal blood containing 15 g of hemoglobin
is 15 X 1.34 = 20.1 mL of oxygen.

(3)

Red Cell Morphology. In addition to revealing alter-
ations in absolute values, stained blood films may provide
valuable information based on the morphological appear-
ance of blood cells. Erythrocytes are formed from precursor
blast cells in the bone marrow (Fig. 11.4). This process,
termed erythropoiesis, is regulated by erythropoietin, a
hormone produced in the kidneys.

Changes in red cell appearance occur in a variety of
pathological conditions (Fig. 11.5). Excessive variation in
the size of cells is referred to as anisocytosis. Larger-than-
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normal erythrocytes are termed macrocytes; smaller-than-
normal erythrocytes are referred to as microcytes. Poikilo-
cytosis is the presence of irregularly shaped erythrocytes.
Burr cells are spiked erythrocytes generated by alterations
in the plasma environment. Schistocytes are fragments of
red cells damaged during blood flow through abnormal
blood vessels or cardiac prostheses.

The hemoglobin content of erythrocytes is also re-
flected in the staining pattern of cells on dried films. Nor-
mal cells appear red-orange throughout, with a very slight
central pallor as a result of the cell shape. Hypochromic
cells appear pale with only a ring of deeply colored hemo-
globin on the periphery. Other pathological variations in
red cell appearance include spherocytes—small, densely
staining red cells with loss of biconcavity as a result of con-
genital or acquired cell membrane abnormalities; and tar-
get cells—which have a densely staining central area with
a pale surrounding area. Target cells are thin but bulge in
the middle, unlike normal erythrocytes. This alteration is a
consequence of hemoglobinopathies, mutations in the
structure of hemoglobin. Target cells are observed in liver
disease and after splenectomy.

Nucleated red cells are normally not seen in peripheral
blood because their nuclei are lost before they move from
the bone marrow into the blood. However, they appear in

many blood and marrow disorders, and their presence can
be of diagnostic significance. One type of nucleated red
cell, the normoblast (see Fig. 11.4), is seen in several types
of anemias, especially when the marrow is actively re-
sponding to demand for new erythrocytes. In seriously ill
patients, the appearance of normoblasts in peripheral blood
is a grave prognostic sign preceding death, often by several
hours. Another nucleated erythrocyte, the megaloblast, is
seen in peripheral blood in pernicious anemia and folic acid
deficiency.

Erythrocyte Destruction. Red cells circulate for about
120 days after they are released from the marrow. Some of
the senescent (old) red cells break up (hemolyze) in the
bloodstream, but the majority are engulfed by
macrophages in the monocyte-macrophage system. The
hemoglobin released on destruction of red cells is metabol-
ically catabolized and eventually reused in the synthesis of
new hemoglobin. Hemoglobin released by red cells that
lyse in the circulation either binds to haptoglobin, a pro-
tein in plasma, or is broken down to globin and heme.
Heme binds a second plasma carrier protein, hemopexin,
which, like haptoglobin, is cleared from the circulation by
macrophages in the liver. In the macrophage, released he-
moglobin is first broken into globin and heme. The globin
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portion is catabolized by proteases into constituent amino
acids that are used in protein synthesis. Heme is broken
down into free iron (Fe3") and biliverdin, a green substance
that is further reduced to bilirubin (see Chapter 27).

Iron Recycling. Most of the iron needed for new hemo-
globin synthesis is obtained from the heme of senescent red
cells. Iron released by macrophages is transported in the fer-
ric state in plasma bound to the iron transporting protein,
transferrin. Cells that need iron (e.g., for heme synthesis)
possess membrane receptors to which transferrin binds. The
receptor-bound transferrin is then internalized. The iron is
released, reduced intracellularly to the ferrous state, and ei-
ther incorporated into heme or stored as ferritin, a complex
of protein and ferrous hydroxide. Iron is also stored as fer-
ritin by macrophages in the liver. A portion of the ferritin is
catabolized to hemosiderin, an insoluble compound con-
sisting of crystalline aggregates of ferritin. The accumula-
tion of large amounts of hemosiderin formed during periods
of massive hemolysis can result in damage to vital organs, in-
cluding the heart, pancreas, and liver.

The recycling of iron is quite efficient, but small
amounts are continuously lost. Iron loss increases sub-
stantially in women during menstruation. Iron stores
must be replenished by dietary uptake. The majority of
iron in the diet is derived from heme in meat (“organic
iron"), but iron can also be provided by the absorption of
inorganic iron by intestinal epithelial cells. In these cells,
iron attached to heme is released and reduced to the fer-
rous form (Fe?") by intracellular flavoprotein. The re-
duced iron (both released from heme and absorbed as the
inorganic ion) is transported through the cytoplasm
bound to a transferrin-like protein. When it is released to
the plasma, it is oxidized to the ferric state and bound to
transferrin for use in heme synthesis.

Platelets Participate in Clotting

Platelets are irregularly shaped, disk-like fragments of the
membrane of their precursor cell, the megakaryocyte.
Megakaryocytes shed platelets in the bone marrow sinu-
soids. From there the platelets are released to the blood,
where they function in hemostasis. Several factors stimu-
late megakaryocytes to release platelets, including the hor-
mone thrombopoietin, which is generated and released
into the bloodstream when the number of circulating
platelets drops. Platelets have no defined nucleus. They are
one fourth to one third the size of erythrocytes. Platelets
possess physiologically important proteins, stored in intra-
cellular granules, which are secreted when the platelets are
activated during coagulation. The role of platelets in blood
clotting is discussed below.

Leukocytes Participate in Host Defense

Each of the three general types of leukocytes—myeloid,
lymphoid, and monocytic—follows a separate line of de-
velopment from primitive cells (see Fig. 11.2). Mature
cells of the myeloid series are termed granulocytes, based
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on their appearance after staining with polychromatic
dyes, such as Wright's stain. While monocytes and lym-
phocytes may also possess cytoplasmic granules, they are
not clearly visualized with commonly used stains. There-
fore, monocytes and lymphocytes are often referred to as
agranular leukocytes.

The nuclei of most mature granulocytes are divided into
two to five oval lobes connected by thin strands of chro-
matin. This nuclear separation imparts a multinuclear ap-
pearance to granulocytes, which are, therefore, also known
as polymorphonuclear leukocytes. Three distinct types of
granulocytes have been identified based on staining reac-
tions of their cytoplasm with polychromatic dyes: neu-
trophils, eosinophils, and basophils.

Neutrophils. Neutrophils are usually the most prevalent
leukocyte in peripheral blood. These dynamic cells re-
spond instantly to microbial invasion by detecting foreign
proteins or changes in host defense network proteins. Neu-
trophils provide an efficient defense against pathogens that
have gotten past physical barriers such as the skin. Defects
in neutrophil function quickly lead to massive infection—
and, quite often, death.

Neutrophils are amoeba-like phagocytic cells. Invading
bacteria induce neutrophil chemotaxis—migration to the
site of infection. Chemotaxis is initiated by the release of
chemotactic factors from the bacteria or by chemotactic
factor generation in the blood plasma or tissues. Chemo-
tactic factors are generated when bacteria or their products
bind to circulating antibodies, by tissue cells when infected
with bacteria, and by lymphocytes and platelets after inter-
action with bacteria.

After neutrophils migrate to the site of infection, they
engulf the invading pathogen by the process of phagocy-
tosis. Phagocytosis is facilitated when the bacteria are
coated with the host defense proteins known as opsonins.

A burst of metabolic events occurs in the neutrophil af-
ter phagocytosis (Fig. 11.6). In the phagocytic vacuole or
phagosome, the bacterium is exposed to enzymes that
were originally positioned on the cell surface. Thus,
phagocytosis involves invagination and then vacuolization
of the segment of membrane to which a pathogen is
bound. Membrane-bound enzymes, activated when the
phagocytic vacuole closes, work in conjunction with en-
zymes secreted from intracellular granules into the phago-
cytic vacuole to destroy the invading pathogen efficiently.
One important membrane-bound enzyme, nicotinamide
adenine dinucleotide phosphate (NADPH) oxidase, pro-
duces superoxide anion (O, ™). Superoxide is an unstable
free radical that kills bacteria directly. Superoxide also
participates in secondary free radical reactions to generate
other potent antimicrobial agents, such as hydrogen per-
oxide. Superoxide generation in the phagocytic vacuole
proceeds at the expense of reducing agents oxidized in the
cytoplasm. The reducing agent, NADPH, is generated
from glucose by the activity of the hexose monophos-
phate shunt. Aerobic cells generate reduced nicotinamide
adenine dinucleotide (NADH) and ATP when glucose is
oxidized to carbon dioxide. The hexose monophosphate
shunt operates in neutrophils and other cells when large
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killing by neutrophils. 1, Cell-surface recep-
tors, including those for exposed opsonins, sense invading
pathogens. 2, The neutrophil plasma membrane invaginates to
surround the organisms. 3, A membrane-bounded vesicle formed
from the invagination of the cell membrane, called a phagosome,
traps the bacteria inside the neutrophil. 4, Potent metabolic
processes are activated to kill the ingested microbes, including ac-
tivation of the respiratory burst, resulting in the generation of po-
tent oxidants within the phagosome, and the secretion of bacte-
ria-killing enzymes into the phagosome from neutrophil granules.

amounts of NADPH are needed to maintain intracellular
reducing activity.

Oxygen reduction by the NADPH oxidase that gener-
ates superoxide in neutrophils is driven by an increased
availability of NADPH after phagocytosis:

NADPH + 20, = 20, + NADP™ + H* (4)
NADPH oxidase

A complex set of biochemical events unfolds after
phagocytosis to activate the neutrophil NADPH oxidase,
which is dormant in resting cells. The oxidase is activated
by its interaction with an activated G protein and cy-
tosolic molecules that are generated during phagocyto-
sis. The NADPH oxidase is activated in a manner that al-
lows the enzyme to secrete the toxic free radical,
superoxide, into the phagocytic vacuole while oxidizing
NADPH in the cell's cytoplasm. This explosion of meta-
bolic activity, collectively termed the respiratory burst,
leads to the generation of potent, reactive agents not oth-
erwise generated in biological systems. These agents are
so reactive that they actually generate light (biological

chemiluminescence) when they oxidize components in
the bacterial cell wall.

Other bactericidal agents and processes operate in neu-
trophils to ensure efficient bacterial killing. Phagocytized
bacteria encounter intracellular defensins, cationic proteins
that bind to and inhibit the replication of bacteria. De-
fensins and other antibacterial agents pour into the phago-
cytic vacuole after phagocytosis. Agents stored in neu-
trophil granules include lysozyme, a bacteriolytic enzyme,
and myeloperoxidase, which reacts with hydrogen perox-
ide to generate potent, bacteria-killing oxidants. One of
the oxidants generated by the myeloperoxidase reaction is
hypochlorous acid (HOCI), the killing agent found in
household bleach. Granules also contain collagenase and
other proteases.

Eosinophils. Eosinophils are rare in the circulation but
are easily identified on stained blood films. As the name im-
plies, the eosinophil takes on a deep eosin color during
polychromatic staining; the large, refractile cytoplasmic
granules of these cells stain orange-red to bright yellow.
Like neutrophils, eosinophils migrate to sites where they
are needed and exhibit a metabolic burst when activated.
Eosinophils participate in defense against certain parasites,
and they are involved in allergic reactions. The exposure of
allergic individuals to an allergen often results in a transient
increase in eosinophil count known as eosinophilia. Infec-
tion with parasites often results in a sustained overproduc-
tion of eosinophils.

Basophils. Basophils are polymorphonuclear leukocytes
with  multiple pleomorphic, coarse, deep-staining
metachromatic granules throughout their cytoplasm.
These granules contain heparin and histamine, which have
anticoagulant and vasodilating properties, respectively.
The release of these and other mediators by basophils in-
creases regional blood flow, facilitating the transport of
other leukocytes to areas of infection and allergic reactivity
or other forms of hypersensitivity.

Monocytes and Lymphocytes. In contrast to granulo-
cytes, monocytes and lymphocytes are mononuclear cells.
Monocytes are phagocytic cells but lymphocytes are not;
both participate in multiple aspects of immunity. Mono-
cytes were originally differentiated from lymphocytes
based on morphological characteristics. The cytoplasm of
monocytes appears pale blue or blue-gray with Wright's
stain. The cytoplasm contains multiple fine reddish-blue
granules. The monocyte nucleus may be shaped like a kid-
ney bean, indented, or shaped like a horseshoe. Frequently,
however, it is rounded or ovoid. Upon activation, mono-
cytes transform into macrophages—Iarge, active mononu-
clear phagocytes.

Morphologically, circulating lymphocytes have been
assigned to two broad categories: large and small lym-
phocytes. In blood, small lymphocytes are more numer-
ous than larger ones; the latter closely resemble mono-
cytes. Small lymphocytes possess a deeply stained, coarse
nucleus that is large in relation to the remainder of the
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cell, so that often only a small rim of cytoplasm appears
around parts of the nucleus. In contrast, a broad band of
cytoplasm surrounds the nucleus of large lymphocytes;
the nucleus of these cells is similar in size and appearance
to that of small lymphocytes.

The morphological homogeneity of lymphocytes ob-
scures their functional heterogeneity. As is discussed be-
low, lymphocytes participate in multiple aspects of the im-
mune response. Lymphocyte subtypes in blood (see Fig.
11.2) are often identified based on their reaction with fluo-
rescent monoclonal antibodies. The majority of circulating
lymphocytes are T cells or T lymphocytes (for “thymus-
dependent lymphocytes”). These cells participate in certain
types of immune responses that do not depend on anti-
body. T cells comprise 40 to 60% of the total circulating
pool of lymphocytes.

Subtypes of T cells have been identified using fluores-
cent monoclonal antibodies to specific cell-surface anti-
gens, known as CD antigens. All T cells possess the com-
mon CD3 antigen. So-called helper T cells possess the
CD4 antigen cluster, while suppressor T cells lack CD4
but possess CDS8. Patients with AIDS show decreased cir-
culating levels of CD4-positive cells. Natural killer (NK)
cells are T lymphocytes that possess the ability to kill tu-
mor cells without prior exposure or priming.

Some 20 to 30% of circulating lymphocytes are B cells,
which have immunoglobulin or antibody on their surface.
B cells are bone marrow-derived lymphocytes; when im-
munologically activated, they transform into plasma cells
that secrete immunoglobulin. Lymphocytes not character-
istic of either T cells or B cells are called null cells. The en-
tire scope of the function of null cells, which comprise only
1 to 5% of circulating lymphocytes, is unknown, but it has
been established that null cells are capable of destroying tu-
mor cells and virus-infected cells.

While B cells mediate immune responses by releasing
antibody, T cells often exert their effects by synthesizing
and releasing cytokines, hormone-like proteins that act by
binding specific receptors on their target cells. Recent re-
search has led to the discovery of many cytokines, with ac-
tivities ranging from tumor destruction, a function of tumor
necrosis factor, to the promotion of blood cell production.
Cytokines that limit viral replication in cells, known as in-
terferons, suppress or potentiate the function of T cells,
stimulate macrophages, and activate neutrophils.

In some cases, cytokines, like other hormones, can exert
potent effects when supplied exogenously. For example,
colony-stimulating factors injected into cancer patients can
prevent decreases in the production of leukocytes that re-
sult from the administration of chemotherapeutic drugs or
radiation therapy. The technology of molecular biology is
used to produce cytokines for therapy. In this process, sec-
tions of lymphocyte DNA containing the gene that codes
for the specified cytokine are isolated and then transfected
into a bacterial cell, fungus, or rapidly growing mammalian
cell. These cells then produce the cytokine and release it
into their culture supernatant, from which it can be puri-
fied, concentrated, and sterilized for injection. The biolog-
ical diversity and potency of the cytokines has opened the
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door to the development of a variety of new pharmacolog-
ical agents that have proved useful in the treatment of can-
cer, immune disorders, and other diseases.

Blood Cells Are Born in the Bone Marrow

Mature cells are transient residents of blood. Erythrocytes
survive in the circulation for about 120 days, after which
they are broken down and their components recycled, as
discussed above. Platelets have an average lifespan of 15 to
45 days in the circulation; many, if not most, of these cells
are consumed as they continuously participate in day-to-
day hemostasis. The rate of platelet consumption acceler-
ates rapidly during the repair of bleeding caused by trauma.
Leukocytes have a variable lifespan. Some lymphocytes cir-
culate for 1 year or longer after production. Neutrophils,
constantly guarding body fluids and tissues against infec-
tion, have a circulating half-life of only a few hours. Neu-
trophils and other blood cells must, therefore, be continu-
ously replenished.

As mentioned earlier, the process of blood cell genera-
tion, hematopoiesis, occurs in healthy adults only in the
bone marrow. Extramedullary hematopoiesis (e.g., the
generation of blood cells in the spleen) is observed only in
some disease states, such as leukemia. Hematopoietic cells
are found in high levels in the liver, spleen, and blood of the
developing fetus. Shortly before birth, blood cell produc-
tion gradually begins to shift to the marrow. In newborns,
the hematopoietic cell content of the circulating blood is
relatively high; hematopoietic cells are also found in the
blood of adults, but in extremely low numbers. Large num-
bers of hematopoietic cells can be recovered from aspirates
of the iliac crest, sternum, pelvic bones, long bones, and
ribs of adults. Within the bones, hematopoietic cells ger-
minate in extravascular sinuses, called marrow stroma. Cir-
culating factors and factors released from capillary en-
dothelial cells, stromal fibroblasts, and mature blood cells
regulate the generation of immature blood cells from
hematopoietic cells and the subsequent differentiation of
newly formed immature cells.

Blood cell production begins with the proliferation of
pluripotent (uncommitted) stem cells. Depending on the
stimulating factors, the progeny of pluripotent stem cells
may be other uncommitted stem cells or stem cells commit-
ted to development along a certain lineage. The committed
stem cells include myeloblasts, which form cells of the
myeloid series (neutrophils, basophils, and eosinophils); ery-
throblasts; lymphoblasts; and monoblasts (Fig. 11.7; see
also Fig. 11.2). Promoted by hematopoietins and other cy-
tokines, each of these blast cells differentiates further, a
process that ultimately results in the formation of mature
blood cells. This is a dynamic process; the hematopoietic
cells of the bone marrow are among the most actively repro-
ducing cells of the body. Interruption of hematopoiesis (e.g.,
by cancer treatment) results in the eventual disappearance of
granulocytes from the blood, a condition known as granulo-
cytopenia, or, when specific to neutrophils, neutropenia, in
a matter of hours. Platelets disappear next—thrombocy-
topenia—followed by erythrocytes, a sequence that reflects
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e R LE B Hematopoiesis. All circulating blood cells are
believed to be derived from a common, uncom-

mitted bone marrow progenitor, the pluripotent stem cell. This
cell differentiates along different lineages, depending on the con-

ditions it encounters and the levels of individual hematopoietins
available. CFU-GEMM, granulocyte-erythrocyte-macrophage-

the circulating lifespan of each cell. Often, hematopoiesis
can be restored after its interruption by an infusion of viable
hematopoietic cells, e.g., a bone marrow transplant (see
Clinical Focus Box 11.1). Administration of committed stem
cells shows promise in treating specific blood cell defects
(see Clinical Focus Box 11.2).

THE IMMUNE SYSTEM

Immunity or resistance to infection derives from the activ-
ity and intact functioning of two tightly interrelated sys-
tems, the innate immune system and the adaptive immune
system. Elements of the innate or natural immune system
include exterior defenses, such as skin and mucous mem-
branes; phagocytic leukocytes; and serum proteins, which
act nonspecifically and quickly against microbial invaders.
Microbes that escape the onslaught of cells and molecules
of the innate immune system face destruction by T cells and
B cells of the adaptive immune system. Activation of the
adaptive immune system results in the generation of anti-
bodies and cells that specifically target the inducing organ-
ism or foreign molecule. Unlike the innate system, adaptive
or acquired immune responses develop gradually but ex-
hibit memory. Therefore, repeat exposure to the same in-
fectious agent results in improved resistance mediated by
the specific aspects of the adaptive immune system. Work-
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macrophage colony-forming unit; CFU-G, granulocyte colony-
forming unit; CFU-Eo, eosinophil colony-forming unit; CFU-Bas,
basophil colony-forming unit.

ing together, elements of the innate and adaptive immune
systems provide a considerable obstacle to the establish-
ment and long-term survival of infectious agents.

The Innate Immune System Consists
of Nonspecific Defenses

Infectious agents cannot easily penetrate intact skin, the
first line of defense against infection. Infection is a major
complication when the intact skin barrier is compromised,
such as by burns or trauma. Even a small needle prick can
result in a fatal infection.

Natural openings to body cavities and glands are an ef-
fective entry point of infectious agents. Usually, however,
these openings are protected from invasion by pathogens
in at least two ways. First, they are coated with mucus and
other secretions that contain secretory immunoglobulins as
well as antibacterial enzymes, such as lysozyme. Second,
organisms that invade these openings cannot easily reach
the blood but, instead, lodge in an organ that communi-
cates with both the exterior and the interior of the body,
such as a lung or the stomach. Many pathogens cannot sur-
vive the low pH of stomach acid. In the lungs, organisms
face the efficient phagocytic activity of alveolar
macrophages. These cells, derived from blood monocytes,
are mobile but confined to the pulmonary capillary net-
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CLINICAL FOCUS BOX 11.1

Bone Marrow Transplantation

When a patient has a terminal bone marrow disease, such
as leukemia or aplastic anemia, often the only possibility
for a cure is a bone marrow transplant. In this proce-
dure, healthy bone marrow cells are used to replace the
patient’s diseased hematopoietic system. These cells are
obtained from a donor who is usually a close relative of the
patient. To identify a suitable donor, relatives’ blood leuko-
cytes are screened to determine whether their antigenic
pattern matches that of the patient. The antigenic compo-
sition of leukocytes in bone marrow and peripheral blood
are identical, so analysis of blood leukocytes usually pro-
vides enough information to determine whether the trans-
planted cells will engraft successfully. If significantly dif-
ferent from the recipient’s tissue type, transplanted
leukocytes may be recognized as foreign by the patient’s
immune system and, therefore, rejected.

More commonly, sufficient differences between the en-
grafted cells and the host’s own tissue lead to debilitating
consequences as a result of graft-versus-host disease
(GVHD). In GVHD, functional T cells in the proliferating
graft recognize host tissue as foreign and mount an im-
mune response. The disease often begins with a skin rash,
as transplanted lymphocytes invade the dermis, and ends
in death as lymphocytes destroy every organ system in the
marrow recipient.

Recent discoveries have led to useful ways to limit or
prevent GVHD. These advances have decreased the mor-
bidity of marrow transplants and have substantially in-
creased the potential pool of bone marrow donors for a
given patient. Immunosuppressive agents, including
steroids, cyclosporin, and anti-T cell antiserum, effectively
decrease the immune function of the transplanted lym-
phocytes. Another useful approach involves “purging”—
the physical removal of T cells from bone marrow prior to
transplantation. T cell-depleted bone marrow is much less
capable of causing acute GVHD than untreated marrow.

These techniques have enabled the successful transplan-

work. As efficient phagocytic cells, they continuously pa-
trol the pulmonary vasculature to remove inhaled microbes.

Microbes that successfully break through these physical
barriers face destruction by the fixed macrophages of the
monocyte-macrophage system. These cells line the sinu-
soids and vasculature of many organs, including the liver,
spleen, and bone marrow. The nonmobile, fixed phago-
cytic macrophages efficiently remove foreign particles, in-
cluding bacteria, from the circulation.

Inflammation Is a Multifaceted Process

Microbial invaders that lodge in body tissues and begin to
proliferate trigger an inflammatory response (Fig. 11.8). In-
flammation provides a multifaceted defense against tissue
invasion by pathogens. The inflammatory response is initi-
ated by circulating proteins and blood cells when they con-
tact invaders in a tissue. The response results in increased
blood flow to the affected tissues, which accelerates the de-
livery of immune system elements to the site. The result is
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tation of bone marrow obtained from unrelated donors.
Unrelated transplants were never possible before these
advances because GVHD would almost certainly develop,
even when the antigenic type of the donor’s leukocytes
closely matched that of the recipient’s. Thus, many pa-
tients died for lack of a related donor. Today, transplants of
unrelated marrow are common.

Many problems remain, however. One of the most seri-
ous, and the most common, is donor identification. An un-
related transplant is successful only if the donor’s leukocyte
antigens closely match those of the recipient. Since there
are several antigenic determinants and each can be occu-
pied by any one of several genes, there are thousands of
possible combinations of leukocyte antigens. The chance
that any individual’s cells will randomly match those of an-
other is less than one in a million. Therefore, the identifica-
tion of a suitable donor is a little more complicated than
finding a needle in a haystack. On the other hand, these
odds virtually guarantee that suitable donors are not only
available but, in all probability, plentiful in the general pop-
ulation. Finding them is a formidable problem that often
generates intense frustration when donors for terminally ill
transplant candidates are not quickly identified.

To address this problem, bone marrow transplant reg-
istries have been established. In these registries, the re-
sults of extensive leukocyte antigen typing are stored in a
computer. Typing is performed on leukocytes isolated
from a small sample of blood, so the procedure does not
significantly inconvenience prospective donors. For some
registries, potential donors of a specific ethnic background
are targeted; in others, blood samples are obtained from
as many healthy individuals as possible, regardless of their
heritage. The database is searched when an individual in
need of a transplant cannot identify a suitable relative. In
conjunction with continued development of methods to re-
duce or eliminate GVHD, the expanding bone marrow
transplant registries may someday allow identification of a
donor for anyone who needs a bone marrow transplant.

redness, heat, and swelling (edema) of the affected tissue.
Blood cells participating in the inflammatory response re-
lease a variety of inflammatory mediators that perpetuate
the response. If the pathogens persist, the inflammatory re-
sponse may become chronic and may itself cause substan-
tial tissue damage. Not only microbes, but also proteins,
chemicals, and toxins the body recognized as foreign, can
induce an inflammatory response.

Certain inflammatory mediators increase blood flow to
the inflamed area. Other mediators increase capillary per-
meability, allowing diffusion of large molecules across the
endothelium and into the infected site. These molecules
may be plasma proteins, or they may be generated by
plasma proteins or substances released by blood leuko-
cytes. They often play important roles in eliminating the
pathogenic agent or enhancing the inflammatory response.
Finally, chemotactic factors produced by cells that arrived
early in the inflammatory cascade cause polymorphonu-
clear leukocytes to migrate from the blood to the affected
area. Neutrophils are an important participant in the in-
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CLINICAL FOCUS BOX 11.2

Hematotherapy and Stem Cell Research:
Clinical Tools of the Future

Many diseases result from a specific defect in the immune
or hematopoietic system. These diseases may be effec-
tively treated by infusion of specific precursors of the de-
fective cells, a process termed hematotherapy. In a typi-
cal bone marrow transplant, the entire hematopoietic
system (and, consequently, the immune system) of the re-
cipient is ablated and restored with cells from the donor. In
this situation, the most primitive stem cells of the immune
or hematopoietic system are eliminated and replaced. In
situations such as AIDS, thrombocytopenia, certain ane-
mias, and genetic immunodeficiency, however, only spe-
cific committed progenitor cells of the hematopoietic or
immune system are affected. We may soon be able to re-
place these and keep the healthy portion of the patient’s
hematopoietic system intact.

In recent years, much interest has focused on the isola-
tion, identification, and propagation of the stem cells of
various tissues. Hematopoietic stem cells have recently
been grown in culture and may soon be used for thera-
peutic purposes. Hematopoietic stem cells are either com-
mitted or pluripotent. As such, they either are destined to
generate a specific lineage of cells or are capable of gener-
ating further developed stem cells that can commit to de-
velopment along any one of several lineages. Pluripotent
stem cells are needed to reconstitute hematopoiesis after
the complete disruption that occurs during whole-body ir-
radiation or after the infusion of chemotherapeutic agents
to treat leukemia and solid tumors.

Committed stem cells may be used for specific defects.
For example, in AIDS, virus-laden T cells are rapidly elimi-
nated, resulting in low circulating levels. Although phar-
maceutical progress has resulted in extended survival for
these patients, they are at high risk for life-threatening in-
fection resulting from low T cell levels. It may be possible
to support patients by periodic infusions of T cell precur-
sors, generated in efficient bioreactors from the patient’s
own primitive stem cells. These bioreactors would be fu-
eled by specific cytokines that direct the stem cells to
specifically generate committed T cell progenitors. Stem
cells used to initiate the culture would be obtained from
the patient’s marrow and grown under virus-free condi-
tions. After sufficient T cell progenitors were generated,
the cultures would be processed to isolate and concentrate
the cells. Patients would receive an infusion whenever
their T cell counts plummeted, protecting them against in-
fection and allowing sustained survival.

In addition to AIDS, hematotherapy holds promise for
several other diseases and conditions as well. Infusions of

flammatory response. They can exert potent antimicrobial
effects, as well as release a variety of agents that can further
amplify and perpetuate the response.

The remarkable ability of the inflammatory response to
sustain itself while it generates potent cytolytic agents can
result in many undesirable effects, including extensive tis-
sue damage and pain. A variety of antiinflammatory agents
control some of these undesirable effects. These agents are
designed to block some of the consequences of the inflam-

neutrophil progenitors may be useful for cancer patients
during aggressive therapy. Red cell progenitors may be
successfully cultivated and infused for those with certain
anemias. Platelet progenitors may be used in patients with
one of the many forms of inborn or acquired thrombocy-
topenia. In addition, this emerging therapeutic approach
may soon be enhanced by genetic engineering. In this
process, new or modified genes are inserted into the grow-
ing stem cells to replace defective or missing ones. For ex-
ample, a patient may be unable to mount an appropriate
immune response because of the lack of a specific enzyme
secreted by healthy leukocytes. Stem cells of these pa-
tients may be modified in culture to eliminate this defect
and infused back into the patient. If the infused cells take
hold and generate sufficient progeny, the patient’s im-
mune defect may be reversed, resulting in a cure of a once
fatal disease.

By far, the major clinical use of stem cells to date has
been to restore the hematopoietic system of patients
treated with radiation or chemotherapy for cancer. Less
frequently, hematopoietic stem cells have been used to
augment the defective immune system of patients born
with genetic defects. New uses of stem cells appear to be
on the horizon. In recent years, several groups have an-
nounced the successful isolation and culture of primitive,
nonhematopoietic stem cells from human embryos and
fetal tissue. In addition, current reports indicate that
these primitive stem cells, cells that can be induced to
differentiate into any type of cell in the body, can be suc-
cessfully isolated from adult tissues, including tissues
that would otherwise be discarded, such as fat obtained
during liposuction. Stem cells could be potentially used
for the regeneration and reconstruction of all types of
damaged tissues.
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matory response without compromising its antimicrobial
efficiency. They do this by neutralizing inflammatory me-
diators or by preventing inflammatory cells from releasing
or responding to inflammatory mediators.

Defensive Mechanisms Are Integrated Systems

As discussed above, the innate and adaptive immune sys-
tems work together in ways that obscure their differences.
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@Steps in the inflammatory response. Inflam-
mation can proceed along several divergent
pathways, each involving inflammatory cells (e.g., neutrophils)

and mediators. This shows a possible route of inflammation initi-
ated by tissue injury.

Indeed, consideration of these two systems as distinct, in-
dividual entities is neither justified nor correct, owing to
their extensive interdependence. They are described indi-
vidually only as an aid to their presentation. In this respect,
it is important to define the characteristics that differenti-
ate each system (Table 11.3). In general, responses of the
innate immune system are neither specific nor inducible;
that is, the response is not programmed by or directed
against a specific pathogen and is not amplified as a result
of previous encounters with the pathogen. The adaptive re-
sponse, in contrast, is both specific and inducible; the re-
sponse is set in motion by a particular pathogen and devel-
ops against that specific pathogen.

TABLE 11.3 Qharacteristics of the Innate and Adap-
tive Immune Systems

Innate

Adaptive

Resistance

Specificity

Soluble factors

Cells

Not improved by
repeat infection
Not directed toward

specific pathogen

Lysozyme, complement,
acute phase proteins,
interferon, cytokines

Phagocytic leukocytes,
NK Cells

Improved by previous
infection

Targeted response
directed by specific
elements of immune

system
Antibodies

T cells, B cells
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While characteristics of the innate and adaptive im-
mune system differ, each system depends on elements of
the other for optimal functioning. The initiation of re-
sponses by the innate system, as well as efficient phago-
cytosis by neutrophils in the tissues, often depends on
the presence of a small amount of specific antibody in
blood plasma. Antibody is generated by cells of the adap-
tive immune system in response to specific foreign mole-
cules called antigens. In turn, the effective functioning of
antibodies and other mediators of the adaptive immune
system depends on neutrophils and other effector agents
usually associated with the innate immune system. Thus,
the innate and the adaptive systems depend on highly
evolved, interactive, defensive mechanisms to kill and re-
move microbial intruders.

Adaptive Immunity Is Specific and Acquired

The adaptive immune system can be considered at three

levels:

e The afferent arm, which gives the system its remarkable
ability to recognize specific antigenic determinants of a
wide range of infectious agents

e The efferent arm, which supplies a cellular and molecu-
lar assault on the invading pathogens

¢ Immunological memory, which specifically accelerates
and potentiates subsequent responses to the same acti-
vating agent or antigen
The specificity of the recognition, effector, and mem-

ory aspects of the adaptive immune system derives from

the specificity of antibody molecules as well as that of
receptors on T cells and B cells. The lymphocytes of the
immune system are capable of recognizing and specifi-
cally responding to hundreds of thousands of potential
antigens, which may be presented, for example, as gly-
coproteins on the surface of bacteria, the coat protein of
viruses, microbial toxins, or membranes of infected cells.

Only a few circulating lymphocytes need to recognize

an individual antigen initially. This initial recognition

induces proliferation of the responsive cell, a process
known as clonal selection (Fig. 11.9). Clonal selection

amplifies the number of specific T cells or B cells (i.e., T

or B lymphocytes programmed to respond to the incit-

ing stimulus).

While all of the cells generated after a single clone has
expanded are specific for the inducing antigen, they may
not all possess the same functional characteristics. Some of
the daughter lymphocytes may be effector cells. For exam-
ple, when B cells are activated, their progeny plasma cells
are capable of generating antibodies. Other progeny in the
expanded clone may play an afferent recognition role and,
thereby, function as memory cells. The increased number
of these cells, which mimic the reactive specificity of the
original lymphocytes that responded to the antigen, accel-
erate responsiveness when the antigen is encountered
again. Memory cells thus account for one of the primary
tenets of immunity: Resistance is increased after initial ex-
posure to the infectious agent. Long-term immunity to
many viruses—such as influenza, measles, smallpox, and
polio—can be induced by vaccination with a killed or mu-
tant form of the pathogen.
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@Clonal selection of committed lympho-
cytes. In this model, only the clone of lympho-
cytes that has the unique ability to recognize the antigen of inter-
est proliferates, generating memory cells as well as effector cells
specific to the inducing stimulus. This proliferation is initiated by
the interaction of a specific recognition lymphocyte (afferent
cell) with the antigen. Cells then proliferate and differentiate into
either memory cells, which potentiate subsequent responses to
the inciting antigen, or plasma cells, which secrete antibody.

The Adaptive Immune Response Involves
Cellular and Humoral Components

Depending on the nature of the stimulus, its mode of pres-
entation, and prior challenges to the immune system, an
antigen may elicit either a cellular or humoral immune re-
sponse. Both are ultimately mediated by lymphocytes, the
cellular response by T cells and humoral response by B
cells. As discussed above, stimulated B cells differentiate
into plasma cells, which secrete antibody specific for the
inciting stimulus. The antibody can be found in a variety of
body fluids, including saliva, other secretions, and plasma.

Cell-Mediated Immunity. Cell-mediated immunity (or
cellular immunity) is accomplished by activated T cells.
The effector cells of this response do not secrete antibody
but exert their influence by a variety of cellular mecha-
nisms. These effector processes include direct cytotoxicity
mediated by cytotoxic T cells; the suppression or activa-
tion of immune mechanisms in other cells—suppressor T

cells or helper T cells, respectively; and the secretion of cy-
totoxic or immunomodulating cytokines, such as tumor
necrosis factor and interleukin-2. T cells and their products
may act directly or exert their effects in concert with other
effector cells, such as neutrophils and macrophages.

The immune responses mediated by antibodies and T
lymphocytes differ in several important respects. In general,
antibodies are known to induce immediate responses to
antigens and, thereby, provoke immediate hypersensitivity
reactions. For example, allergy or anaphylactic hypersensi-
tivity results when a certain type of antibody on the surface
of fixed mast cells binds to its specific antigen. Antibody
binding leads to the release of histamine and other media-
tors of the allergic response from intracellular granules.

Immediate hypersensitivity reactions also occur when
circulating antibodies bind antigen in the tissues, thereby
forming immune complexes that activate the complement
system, a group of at least nine distinct proteins that circu-
late in plasma. A cascade of events occurs when the first
protein recognizes preformed immune complexes, a large
cross-linked mesh of antigen molecules bound to antibod-
ies. In addition, complement can be activated when one of
the proteins is exposed to the cell wall of certain bacteria.
[nitiation of this system results in edema, an influx of acti-
vated phagocytic cells (chemotaxis), and local inflamma-
tory changes.

In contrast to the rapid onset of biological responses when
antigen binds antibody, the consequences of T cell activation
are not noticeable until 24 to 48 hours after antigen challenge.
During this time, the T cells that initially recognize the anti-
gen secrete factors that recruit and activate other cells (e.g.,
macrophages) and release factors that damage the antigen,
cells possessing the antigen, or the surrounding tissue. A com-
mon example is the delayed-type hypersensitivity reaction
to purified protein derivative (PPD), a response used to assess
prior exposure to the bacteria that cause tuberculosis. Injected
under the skin of sensitive individuals, PPD elicits the famil-
iar inflammatory reaction characterized by local erythema
and edema 1 to 2 days later.

Cell-mediated immune responses, while slow to de-
velop, are potent and versatile. These delayed responses
provide for defense against many pathogens, including
viruses, fungi, and bacteria. T cells are responsible for the
rejection of transplanted tissue grafts and containment of
the growth of neoplastic cells. A deficiency in T cell im-
munity, such as that associated with AIDS, predisposes the
affected patient to a wide array of serious, life-threatening
infections.

Humoral Immunity. Humoral immunity consists of de-
fense mechanisms carried out by soluble mediators in the
blood plasma. Antibodies (also called immunoglobulins)
are glycoproteins secreted by plasma cells. Antibodies are
found in high levels in plasma and other body fluids. They
have the ability to bind specifically to the antigenic deter-
minant that induced their secretion.

Antibodies Bind Antigens

The primary structure of an antibody is illustrated in Figure
11.10. Each antibody molecule consists of four polypeptide
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wThe structure of a typical antibody or im-
munoglobulin. Each molecule consists of two

heavy chains and two light chains held together in a Y configura-
tion by disulfide bonds. Each heavy chain and light chain pos-
sesses a constant region (where the amino acid sequence of indi-
vidual molecules is similar) and a variable region, where
alterations in the amino acid sequence convey to the antibody its
individual antigen specificity.

chains (two heavy chains and two light chains) held together
as a Y-shaped molecule by one or more disulfide bridges.
Each polypeptide chain possesses both a conserved constant
region and a variable region, where considerable amino acid
sequence heterogeneity is found even within a single anti-
body class. This amino acid variability accounts for the
widely diverse antigen-binding ability of antibody molecules,
for it is the variable region that actually combines with the
antigen, and there are millions of different antigens, ranging
from viruses and proteins on bacterial cell walls to insect
venom, pollen, and fluids secreted by plants.

The amino terminal portions of the variable regions, the
antigen-binding sites, are known as the Fab regions. Each
antibody unit possesses two identical antigen-binding sites,
one at each end of the “Y." The carboxy terminal end of the
heavy chain is termed the Fc region. Polypeptide fragments
consisting of Fc and Fab regions of antibody molecules can

11

Characteristics of Different Antibody Classes
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be generated by protease digestion and separated by chro-
matography. Fc fragments can bind to cells such as neu-
trophils, monocytes, and mast cells through their Fc recep-
tors. Fc receptor binding amplifies the biological activity of
antigen-bound antibody. In addition to the ability to bind
antigen, the antibody molecule may have a variety of other
important biological functions, depending on its class.

Table 11.4 summarizes some characteristics and func-
tions of the five major classes of antibodies; these classes
are grouped based on differences in the amino acid compo-
sition of the constant region of the heavy chains. [gG is the
most prevalent antibody in serum and is responsible for
adaptive immunity to bacteria and other microorganisms.
Bound to antigen, 1gG can activate serum complement,
which releases several inflammatory and bactericidal medi-
ators. At the surface of bacteria, exposed Fc portions of [gG
molecules facilitate the phagocytosis of bacteria by blood
phagocytes, a process called opsonization. IgG exists in
serum as a monomer. It can cross the placenta and is se-
creted into colostrum, protecting the fetus as well as the
newborn from infection.

Unlike IgG, both IgM and IgA usually exist as polymers
of the fundamental Y-shaped antibody unit. In most IgA
molecules, two antibody units are held together by a secre-
tory piece (J chain), a protein synthesized by epithelial
cells. In this conformation, IgA is actively secreted into
saliva, tears, colostrum, and mucus. IgA is thus known as se-
cretory immunoglobulin. [gM is the first antibody secreted
after an initial immune challenge and provides resistance
early in the course of infection. IgM consists of five Y units.
[ts size and large number of antigen-binding sites provide
the molecule with an excellent capacity for agglutination,
the ability to clump particulate antigens, such as bacteria
and blood cells. Clumped antigens are efficiently and
quickly removed by fixed phagocytic cells of the mono-
cyte-macrophage system.

IgE, a monomeric antibody slightly larger than IgG,
avidly binds cells that store and release mediators of allergy
and anaphylaxis, including mast cells and basophils. These
cells are heavily granulated. The granules contain histamine,
leukotrienes, and other biologically active agents that in-
crease vascular permeability, dilate blood vessels (and,
thereby, reduce blood pressure), and contract smooth mus-
cle cells in lung airways. The granules are released when IgE,
bound to mast cells at the Fc region, binds its specific anti-

IgG IgA IgM IgD IgE
Molecular weight (X 10~3%) 150 150, 400 900 180 190
Y units/molecule 1 12 5 1 1
Serum concentration (mg/dL) 600-1500 85-300 50—400 <15 0.01-0.03
Crosses placenta 4F — = — _
Enters secretions 4F + + = — _
Agglutinates particles 4F =F ++ + — _
Allergic reactions 4F — = = RIS
Complement fixation 4F — 4k 4 — _
Fc receptor binding to 9F A — 4L — _

monocytes and neutrophils
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body. The ensuing allergic responses range from hay fever,
hives, and bronchial asthma (induced by local or inhaled al-
lergens) to systemic anaphylaxis, a potentially fatal response
triggered when antigen is given systemically.

IgD, found in plasma and on the surface of some imma-
ture B cells, has no known function.

HEMOSTASIS

Circulating in a high-pressure, closed system that communi-
cates with all tissues and cells in the body, blood exchanges
oxygen, nutrients, and wastes and provides necessary compo-
nents for host defense. This communication takes place largely
in the complex and dynamic networks of capillary beds that
provide oxygen to almost every cell in the body (only the
cornea and intervertebral disks are avascular; these tissues re-
ceive oxygen by diffusion). Disruption of the integrity of the
fragile capillaries may result from minor tissue injury associ-
ated with normal physical activity or from massive tissue
trauma as a result of serious injury or infection, and may
quickly lead to death. Any opening in the vascular network
may lead to massive bruising or blood loss if left unrepaired.

To minimize bleeding and prevent blood loss after tissue
injury, components of the hemostatic system are activated.
The components of this dynamic, integrated system in-
clude blood platelets, endothelial cells, and plasma coagu-
lation factors. They may be activated on exposure to for-
eign surfaces during bleeding, or by torn tissue at the site of
injury, or by products released from the interior of dam-
aged cells. Hemostasis can be viewed as four separate but
interrelated events:
e Compression and vasoconstriction, which act immedi-

ately to stop the flow of blood

Formation of a platelet plug

Blood coagulation

Clot retraction

Physical Factors Immediately Act
to Constrain Bleeding

Immediately after tissue injury, blood flow through the dis-
rupted vessel is slowed by the interplay of several important
physical factors, including compression or back-pressure
exerted by the tissue around the injured area, and vasocon-
striction. The degree of compression varies in different tis-
sues; for example, bleeding below the eye is not readily de-
terred because the skin in this area is easily distensible.
Back-pressure increases as blood which leaks out of the dis-
rupted capillaries accumulates. In some tissues, notably the
uterus after childbirth, contraction of underlying muscles
compresses blood vessels supplying the tissue and mini-
mizes blood loss. Damaged cells at the site of tissue injury
release potent substances that directly cause blood vessels
to constrict, including serotonin, thromboxane A,, epi-
nephrine, and fibrinopeptide B.

Platelets Form a Hemostatic Plug

Platelets regulate bleeding in three stages. First, they form
multicellular aggregates linked by protein strands at sites of

openings in blood vessels. The aggregates form a physical
barrier that begins to limit blood loss soon after the open-
ing occurs. Second, phospholipids on the platelet plasma
membrane activate the enzyme thrombin, which initiates a
cascade of events ending in clot formation. Finally,
platelets possess multiple storage granules, which they dis-
charge (secrete) to enhance coagulation.

Platelet activation results in the sequential responses of ad-
herence, aggregation, and secretion. Adherence is initiated
when one or more substances, released from cells or activated
in plasma at the site of a hemorrhage, bind to receptors in the
platelet plasma membrane. Receptor binding results, via sec-
ond messengers, in adherence (to other platelets and the in-
ner, endothelial surface of blood vessels) and secretion.

Disruption of the endothelium at sites of tissue injury ex-
poses a variety of proteins in the subendothelial matrix,
such as collagen and laminin, which either induce or sup-
port platelet adherence. Endothelial cells also rapidly de-
ploy cellular adherence antigens known as integrins on the
outer surface of their plasma membranes during wound
healing. These adherence antigens are deployed to the cell
membrane by cellular processes set in motion by factors
generated during coagulation or by factors released from
platelets during clotting. In turn, activated endothelial cells
release substances that participate in hemostasis. von
Willebrand factor, a protein synthesized by endothelial
cells and megakaryocytes, enhances platelet adherence by
forming a bridge between cell surface receptors and colla-
gen in the subendothelial matrix. The protein thrombin,
which is generated by the plasma coagulation cascade, is a
potent activator of platelet adherence and secretion. Rup-
tured cells at the site of tissue injury release adenosine
diphosphate (ADP), which causes platelets to aggregate at
the damaged site. These aggregates effectively stop the
flow of blood from the ruptured vessels.

Blood Coagulation Results in the
Production of Fibrin

Platelet aggregates are trapped in a highly organized,
firm, and degradable network of fibrin, an insoluble pro-
tein generated in plasma as a consequence of activation
of either the intrinsic or extrinsic clotting cascades, dis-
cussed below. The fibrin network traps red cells, leuko-
cytes, platelets, and serum at sites of vascular damage,
thereby forming a blood clot. The stable, fibrin-based
blood clot eventually replaces the unstable platelet ag-
gregate formed immediately after tissue injury. Fibrin is
an insoluble polymer of proteolytic products of the
plasma protein fibrinogen. Fibrin molecules are cleaved
from fibrinogen by thrombin, which is generated in
plasma during clotting. In the initial step of fibrin for-
mation, thrombin cleaves four small peptides (fib-
rinopeptides) from each molecule of fibrinogen. The fib-
rinogen molecule devoid of these fibrinopeptides is
called fibrin monomer. The fibrin monomers sponta-
neously assemble into ordered fibrous arrays of fibrin,
resulting in an insoluble matrix of fibrous strands. At this
stage, the clot is held together by noncovalent forces. A
plasma enzyme, fibrin stabilizing factor (Factor XIII),
catalyzes the formation of covalent bonds between
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strands of polymerized fibrin, stabilizing and tightening
the blood clot.

The Coagulation Cascade. Blood clotting is mediated
by the sequential activation of a series of coagulation
factors, proteins synthesized in the liver that circulate in
the plasma in an inactive state. They are referred to by
number (designated by a Roman numeral) in a sequence
based on the order of the discovery of each factor. The
plasma coagulation factors and their common names are
listed in Table 11.5.

The sequential activation of a series of inactive mole-
cules resulting in a biological response is called a metabolic
cascade. The sequential activation of coagulation factors
resulting in the conversion of fibrinogen to fibrin (and,
hence, clotting) is called the coagulation cascade. The de-
ficiency or deletion of any one factor of the cascade has se-
vere consequences. Individuals deficient in factor VIII (an-
tihemophilic factor), for example, display prolonged
bleeding time on tissue injury, as a result of delayed clot-
ting. Those who lack factor VIII have hemophilia, a condi-
tion resulting in severe coagulation defects.

Two separate coagulation cascades result in blood
clotting in different circumstances. The two systems are
the intrinsic coagulation pathway and the extrinsic co-
agulation pathway (Fig. 11.11). The final steps in fibrin
formation are common to both pathways. In the intrinsic
pathway, all the factors required for coagulation are pres-
ent in the circulation. For initiation of the extrinsic path-
way, a factor extrinsic to blood but released from injured
tissue, called tissue thromboplastin or tissue factor (fac-
tor I1), is required. Phospholipids are required for activa-
tion of both coagulation pathways. Phospholipids pro-
vide a surface for the efficient interaction of several
factors. A component of tissue factor provides the neces-
sary phospholipid for the extrinsic pathway. Phospho-
lipids required for the activation of the intrinsic pathway
are found on platelet membranes.

Factors of the Coagulation Cascade

Scientific

Name Common Name Other Names

Factor | Fibrinogen

Factor Il Prothrombin

Factor I11 Tissue thromboplastin Tissue factor

Factor IV Calcium

Factor V Proaccelerin Labile factor

Factor VII Proconvertin Serum prothrombin
conversion accelerator
(SPCA)

Factor VIII Antihemophilic factor Platelet cofactor 1

Factor IX Christmas factor Platelet thromboplastin
component

Factor X Stuart factor

Factor XI Plasma thromboplastin

antecedent
Factor XII Hageman factor Contact factor
Factor XIII Fibrin stabilizing factor

Blood Components, Immunity, and Hemostasis 207
Intrinsic Extrinsic
pathway pathway

Xll——Xlla
Xl —Y > XIa
X ¥ Cas+
IXa
PF3 Vila<VIl
Ca2+
VIII
X —/> Xa [<—— X
Common Ca2+
pathway PF-3
\Y
XIll
Prothrombin ——> Thrombin-»l
(factor II) Xlla
Fibrinogen ———— Fibrin /
Stable fibrin
polymer

wsmps in the coagulation cascade. The ex-
trinsic pathway is initiated by tissue factor (fac-
tor I11) released from damaged cells. In the presence of Ca®>™, fac-
tor Il converts factor VII to factor Vlla, which then forms a
complex with factor Il and Ca®". This complex converts factor X
to factor Xa. In the intrinsic system, factor Xll is first converted to
factor Xlla following its exposure to foreign surfaces, such as
subendothelial matrix. Factor Xlla initiates a cascade of events, in-
cluding activation of factor X, subsequent conversion of pro-
thrombin to thrombin, and, finally, fibrin formation.

The final events leading to fibrin formation by both
pathways result from the activation of the common path-
way. The common pathway is initiated by the conversion
of inactive clotting factor X to its active form, factor Xa (see
Fig. 11.11) and results in the conversion of prothrombin to
thrombin, thereby catalyzing the generation of fibrin.
Thrombin also enhances the activity of clotting factors V
and VIII, accelerating “upstream” events in the coagulation
pathway. Finally, thrombin is a potent platelet and en-
dothelial cell stimulus and enhances the participation of
these cells in coagulation.

Factor X is activated during both the extrinsic and the
intrinsic pathways. In the extrinsic pathway, factor X is ac-
tivated by a complex consisting of activated factor VII,
Ca®*, and factor I (tissue factor). Activation of this com-
plex by tissue factor bypasses the requirement for coagula-
tion factors VIII, IX, XI, and XII used in the intrinsic path-
way. In the intrinsic pathway, clotting is initiated by the
activation of factor XII by contact to exposed surfaces, such
as collagen in the subendothelial matrix. The activation of
factor XII requires several cofactors, including kallikrein
and high-molecular-weight kininogen. In this pathway,
factor X is activated by a complex consisting of factor VIII,
factor IXa, platelet factor 3, and Ca>™.
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Any attempt to describe a distinct division of coagula-
tion into two separate pathways is an oversimplification,
and the cascade theory has been extensively modified.
There are many points of interaction between the two
pathways, and no one pathway will account for hemosta-
sis. For example, thrombin generated during activation of
the extrinsic pathway is an essential cofactor for factor VIII
of the intrinsic pathway. Factor Vlla of the extrinsic path-
way directly activates factor IX of the intrinsic system. Fac-
tor VII can be activated by factors 1Xa, Xa, and Xlla and
thrombin. The many additional points of interaction are
beyond the scope of this discussion, but the concept of in-
dependently acting intrinsic versus extrinsic coagulation
pathways has been abandoned. However, the activity of
the intrinsic system and the extrinsic system are monitored
individually in clinical coagulation tests for diagnostic pur-
poses. The test used to monitor activity of the intrinsic sys-
tem is the partial thromboplastin time (PTT). The extrin-
sic system is evaluated by determination of the
prothrombin time (PT).

To a large extent, the interaction of coagulation fac-
tors occurs on the surfaces of platelets and endothelial
cells. While plasma can eventually clot in the absence of
surface contact, localization and assembly of coagulation
factors on cell surfaces amplifies reaction rates by several
orders of magnitude.

Clot retraction is a phenomenon that usually occurs
within minutes or hours after clot formation. The clot draws
together, extruding a very large fraction of the serum. The
retraction requires platelets. Clot retraction decreases the
breakdown of the clot and enhances wound healing.

Fibrinolysis and Wound Healing. Several important
mechanisms exist to regulate and eventually reverse the fi-
nal consequence of coagulation in order to allow healing to
proceed. Platelet function is strongly inhibited, for exam-
ple, by the endothelial cell metabolite prostacyclin (PGI,),
which is generated from arachidonic acid during cellular
activation. Activated endothelial cells also release tissue
plasminogen activator (TPA), which converts plasmino-
gen to plasmin, a protein that hydrolyzes fibrin, resulting
in dissolution of the fibrin clot in a process called fibrinol-
ysis. Thrombin bound to thrombomodulin on the surface
of endothelial cells converts protein C to an active pro-
tease. Activated protein C and its cofactor, protein S, re-
strain further coagulation by proteolysis of factors Va and
Vllla. Furthermore, activated protein C augments fibrinol-
ysis by blocking an inhibitor of TPA. Finally, antithrombin
Il is a potent inhibitor of proteases involved in the coagu-
lation cascade, such as thrombin. The activity of an-
tithrombin Il is accelerated by small amounts of heparin, a
mucopolysaccharide present in the cells of many tissues.
Deficiencies or abnormalities in proteins that regulate or
constrain coagulation may result in thrombotic disorders,
in which intravascular clot formation leads to severe prob-
lems, including embolism and stroke. Such disorders have

been associated with abnormalities in protein C, protein S,
antithrombin III, and plasminogen.

While the blood clot resolves, multiple factors partici-
pate in wound healing. Optimal wound healing requires the
recruitment or generation of new tissue cells as well as new
blood vessels to nourish the repairing tissue. Thus, secreted
proteins and lipids that attract cells (chemoattractants), in-
duce cells to proliferate (mitogens), and induce primitive
cells to differentiate (growth factors) are called into play.
These agents act in concert to induce the formation of new
tissue and repair the injured area. The healing area is vas-
cularized by a process known as angiogenesis, the forma-
tion of new blood vessels from preexisting ones. Platelets,
activated during clotting, play an important role in the an-
giogenic response because they secrete factors that induce
proliferation, migration, and differentiation of two of the
major components of blood vessels, endothelial cells, and
smooth muscle cells.

Of the factors released from platelets involved in the an-
giogenic response, a novel lipid—sphingosine 1-phos-
phate—plays an important role in wound healing and an-
giogenesis. Released during clotting and acting in
conjunction with protein growth factors, this lipid induces
the proliferation of new tissue cells to replace damaged
ones and drives the formation of new blood vessels until the
healing process is complete. It does so by inducing the mi-
gration, proliferation, and differentiation of fibroblasts,
smooth muscle cells, and endothelial cells at the site of tis-
sue repair. Sphingosine 1-phosphate exerts its effects opti-
mally when acting in conjunction with protein growth fac-
tors that possess angiogenic capabilities, including vascular
endothelial growth factor (VEGF) and fibroblast growth
factor (FGF). Recent research has been undertaken to de-
fine, in detail, the biochemical events that drive the angio-
genic response because directed regulation of angiogenesis
has profound clinical implications. For example, exoge-
nously applied angiogenic factors may prove useful in ac-
celerating repair of tissue damaged by thrombi in the pul-
monary, cerebral, or cardiac circulation. In addition,
angiogenic factors may assist in the repair of lesions that
normally repair slowly—or not at all—such as skin ulcers in
patients who are bedridden or diabetic.

Inhibition of angiogenesis may have profound clinical
implications also, since unwanted tissues, such as growing
tumors, require the development of blood vessels to sur-
vive. Therefore, agents which interfere with the angiogenic
response, either by acting on the factors involved or the
cells that respond to them, may prove particularly useful in
the treatment of patients with cancer. Several novel phar-
maceuticals are currently being evaluated for their use as
regulators of angiogenesis, including thrombospondin, an-
giostatin, and endostatin, which block neovascularization
in tumors and have shown great promise in laboratory test-
ing. Further research will determine if these agents are ef-
fective in patients and will identify new, specific regulators
of this fundamental process.



CHAPTER 11

Blood Components, Immunity, and Hemostasis

REVIEW QUESTIONS

DIRECTIONS: Each of the numbered
items or incomplete statements in this
section is followed by answers or by
completion of the statement. Select the
ONE lettered answer or completion that is

BEST in each case.

1. Which type of hemoglobin is not
normally found within human
erythrocytes?

(A) HbA

(B) HbA,

(C) HbCO

(D) HbO,

(E) Reduced hemoglobin (Hb)

2. A reactant generated by neutrophils
that plays an important role in
bacterial killing is
(A) NADPH oxidase
(B) Hexose monophosphate shunt
(C) G proteins
(D) Superoxide anion
(E) Myeloperoxidase

3. Which cell type is defective in patients
with AIDS?

(A) T cells

(B) B cells

(C) Neutrophils
(D) Monocytes
(E) Basophils

4. Which of the following would be
expected to contain relatively high
numbers of functional hematopoietic
cells?

(A) Adult liver

(B) Umbilical cord blood
(C) Adult circulating blood
(D) Adult spleen

(E) Adult thymus

. What is the process that amplifies the

number of T cells or B cells
programmed to respond to a specific
infectious stimulus?

(A) Hematopoiesis

(B) Hematotherapy

(C) Inflammation

(D) Innate immunity

(E) Clonal selection

. The response to the antigen used in

the tuberculosis skin test, PPD, is not
noticeable until 24 to 48 hours after
injection because

(A) It takes that long for B cells to
respond

(B) It takes that long for T cells to
respond

(C) It takes that long for neutrophils to
arrive at the site

(D) It takes that long for eosinophils to
respond

(E) The skin test antigen is slowly
converted to a more reactive antigen
that quickly initiates the skin response

7. Antibody specificity is determined by

the amino acid sequence within the
(A) Fc region

(B) Constant region

(C) Variable region

(D) Fc receptors

(E) J chain

8. The first step in the extrinsic

coagulation pathway is

(A) Activation of factor X

(B) Activation of factor XII

(C) Conversion of prothrombin to
thrombin

(D) Release of tissue thromboplastin
(E) Conversion of fibrinogen to

fibrin
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CHAPTER OUTLINE

m ONCE AROUND THE CIRCULATION

m HEMODYNAMIC PRINCIPLES OF THE
CARDIOVASCULAR SYSTEM

m PRESSURES IN THE CARDIOVASCULAR SYSTEM

KEY CONCEPTS

m SYSTOLIC AND DIASTOLIC PRESSURES

= TRANSPORT IN THE CARDIOVASCULAR SYSTEM
® THE LYMPHATIC CIRCULATION

m CONTROL OF THE CIRCULATION

1. The circulatory system contributes to the maintenance of
the internal environment by transporting nutrients to and
waste products away from individual cells of the body. It
also participates in the maintenance of the electrolyte and
thermal environment of cells.

2. The circulatory system consists of two pumps in series.
The right heart pumps blood into the lungs. The left heart
pumps blood through the rest of the body.

3. The transport of nutrients and wastes over long distances

he physiological and medical importance of the car-

diovascular system has been apparent since William
Harvey first described the circulation of blood in 1628. A
properly functioning, well-regulated cardiovascular system
is essential to the maintenance of the internal environment
of the body. Each cell must receive oxygen from the lungs
and a variety of nutrients from the gastrointestinal tract.
Each cell produces waste products that must be removed
from its environment and taken to the lungs, kidneys, or
other organs for metabolism and/or excretion. Cells in en-
docrine glands communicate with cells in other tissues by
releasing hormones that are carried throughout the body
by the circulation. Heat produced by the work of the body
is brought to the surface of the body where it can be lost to
the external environment by way of the circulation.

The circulatory system must perform all of these func-
tions in the face of a variety of challenges, such as exercise,
hot and cold environments, changes in posture, pregnancy
and childbirth, and the hypoxia caused by high altitudes.
Unfortunately, failure of the cardiovascular system to per-
form normally occurs all too often. In developed countries,
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(along the length of the blood vessels) occurs by bulk flow
whereas transport over short distances (across the capil-
lary walls) occurs via diffusion.

4. Pressure, flow, and resistance are related by Ohm’s law.
5. Poiseuille’s law shows how the radius and length of a ves-
sel and blood viscosity contribute to vascular resistance.

6. The contractions of the heart generate the pressure that
drives blood through the pulmonary and systemic circula-
tions.

the leading causes of death and morbidity include myocar-
dial infarction, stroke, hypertension, congestive heart fail-
ure, and an assortment of other cardiovascular problems.
Knowledge of the structure and function of the cardiovas-
cular system is, therefore, crucial for understanding many
aspects of health and disease.

ONCE AROUND THE CIRCULATION

An understanding of the circulation depends on knowl-
edge of the physical principles governing blood flow. But
first, we will briefly describe the cardiovascular system
(Fig. 12.1). Contractions of the left ventricle propel blood
into the aorta, the large arteries, and the vasculature be-
yond. Because of their elasticity, the aorta and large arter-
ies are distended by each injection of blood from the heart.
The aorta and large arteries recoil between ventricular con-
tractions, continuing the flow of blood to the periphery.
Several regulatory mechanisms normally keep aortic
pressure within a narrow range, providing a pulsatile but
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@A model of the cardiovascular system. The
right and left hearts are aligned in series, as are
the systemic circulation and the pulmonary circulation. In con-
trast, the circulations of the organs other than the lungs are in
parallel; that is, each organ receives blood from the aorta and re-
turns it to the vena cava. Exceptions are the various "portal” circu-
lations, which include the liver, kidney tubules, and hypothala-
mus. SVC, superior vena cava; [VC, inferior vena cava; RA, right
atrium; RV, right ventricle; LA, left atrium; LV, left ventricle.

consistent pressure and driving blood to the small arteries
and arterioles. Smooth muscle in the relatively thick walls
of small arteries and arterioles can contract or relax, causing
large changes in flow to a particular organ or tissue. Because
of their ability to adjust their caliber, small arteries and ar-
terioles are called resistance vessels. The prominent pres-
sure pulsations in the aorta and large arteries are damped by
the small arteries and arterioles. Pressure and flow are
steady in the smallest arterioles.

Blood flows from arterioles into the capillaries. Capillar-
ies are small enough that red blood cells flow through them
in single file. They are numerous enough so that every cell
in the body is close enough to a capillary to receive the nu-
trients it needs. The thin capillary walls allow rapid ex-
changes of oxygen, carbon dioxide, substrates, hormones,
and other molecules and, for this reason, are called ex-
change vessels.

Blood flows from capillaries into venules and small veins.
These vessels have larger diameters and thinner walls than
the companion arterioles and small arteries. Because of
their larger caliber they hold a larger volume of blood.
When the smooth muscle in their walls contracts, the vol-
ume of blood they contain is reduced. These vessels, along
with larger veins, are referred to as capacitance vessels.
The pressure generated by the contractions of the left ven-
tricle is largely dissipated by this point; blood flows
through the veins to the right atrium at much lower pres-
sures than are found on the arterial side of the circulation.

The right atrium receives blood from the largest veins,
the superior and inferior vena cavae, which drain the entire
body except the heart and lungs. The thin wall of the right
atrium allows it to stretch easily to store the steady flow of
blood from the periphery. Because the right ventricle can
receive blood only when it is relaxing, this storage function
of the right atrium is critical. The muscle in the wall of the
right atrium contracts at just the right time to help fill the
right ventricle. Contractions of the right ventricle propel
blood through the lungs where oxygen and carbon dioxide
are exchanged in the pulmonary capillaries. Pressures are
much lower in the pulmonary circulation than in the sys-
temic circulation. Blood then flows via the pulmonary vein
to the left atrium, which functions much like the right
atrium. The thick muscular wall of the left ventricle devel-
ops the high pressure necessary to drive blood around the
systemic circulation.

The mechanisms that regulate all of the above anatomic
elements of the circulation are the subject of the next few
chapters. In this chapter, we consider the physical princi-
ples on which the study of the circulation is based.

HEMODYNAMIC PRINCIPLES OF THE
CARDIOVASCULAR SYSTEM

Hemodynamics is the branch of physiology concerned
with the physical principles governing pressure, flow, re-
sistance, volume, and compliance as they relate to the car-
diovascular system. These principles are used in the next
few chapters to explain the performance of each part of the
cardiovascular system.

Poiseuille’s Law Describes the Relationship
Between Pressure and Flow

Fluid flows when a pressure gradient exists. Pressure is
force applied over a surface, such as the force applied to
the cross-sectional surface of a fluid at each end of a rigid
tube. The height of a column of fluid is often used as a
measure of pressure. For example, the pressure at the bot-
tom of a container containing a column of water 100 cm
high is 100 cm of H,O. The height of a column of mer-
cury (Fig. 12.2) is frequently used for this purpose because
it is dense (approximately 13 times more dense than wa-
ter), and a relatively small column height can be used to
measure physiological pressures. For example, mean arte-
rial pressure is equal to the pressure at the bottom of a col-
umn of mercury approximately 93 mm high (abbreviated
93 mm Hg). If the same arterial pressure were measured
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@Pressure expressed as the height of a col-
umn of fluid. For the measurement of arterial
pressures it is convenient to use mercury instead of water be-
cause its density allows the use of a relatively short column. A
variety of electronic and mechanical transducers are used to

measure blood pressure, but the convention of expressing pres-
sure in mm Hg persists.

using a column of water, the column would be approxi-
mately 4 ft (or 1.3 m) high.

The flow of fluid through rigid tubes is governed by the
pressure gradient and resistance to flow. Resistance depends
on the radius and length of the tube as well as the viscosity
of the fluid. All of this is summarized by Poiseuille's law.
While not exactly descriptive of blood flow through elastic,
tapering blood vessels, Poiseuille’s law is useful in under-
standing blood flow. The volume of fluid flowing through a
rigid tube per unit time (Q) is proportional to the pressure
difference (AP) between the ends of the tube and inversely
proportional to the resistance to flow (R):

Q = APR (1)

When fluid flows through a tube, the resistance to flow
(R) is determined by the properties of both the fluid and the
tube. Poiseuille found that the following factors determine
resistance to steady, streamlined flow of fluid through a
rigid, cylindrical tube:

R = 8nL/mr? (2)

where ris the radius of the tube, L is its length, and m is the
viscosity of the fluid; 8 and 7 are geometrical constants.
Equation 2 shows that the resistance to blood flow in-
creases proportionately with increases in fluid viscosity or
tube length. In contrast, radius changes have a much
greater influence because resistance is inversely propor-
tional to the fourth power of the radius (Fig. 12.3). Equa-
tion 1 shows that if pressure and flow are expressed in units
of mm Hg and mL/min, respectively, R is in mm Hg
/(mL/min). The term peripheral resistance unit (PRU) is
often used instead.

Poiseuille's law incorporates all of the factors influencing
flow, so that

Q = APmr*/8mL (3)

In the body, changes in radius are usually responsible for
variations in blood flow. Length does not change. Al-

Kk lengtha=1 Lengthb=2

]
F~ Cength

Flowina=2xflowinb

«———b—>]

“«—a—>

)~ RadiusA=2 RadiusB=1

Flowin A= 16 x flow in B

< >
oy}

@The influence of tube length and radius on
flow. Because flow is determined by the fourth
power of the radius, small changes in radius have a much greater
effect than small changes in length. Furthermore, changes in
blood vessel length do not occur over short periods of time and
are not involved in the physiological control of blood flow. The
pressure difference (AP) driving flow is the result of the height of
the column of fluid above the openings of tubes A and B.

though blood viscosity increases with hematocrit and with
plasma protein concentration, blood viscosity only rarely
changes enough to have a significant effect on resistance.
Numerous control systems exist for the sole purpose of
maintaining the arterial pressure relatively constant so
there is a steady force to drive blood through the cardio-
vascular system. Small changes in arteriolar radius can
cause large changes in flow to a tissue or organ because flow
is related to the fourth power of the radius.

Conditions in the Cardiovascular System Deviate
From the Assumptions of Poiseuille’s Law

Despite the usefulness of Poiseuille’s law, it is worthwhile to
examine the ways the cardiovascular system does not
strictly meet the criteria necessary to apply the law. First,
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the cardiovascular system is composed of tapering, branch-
ing, elastic tubes, rather than rigid tubes of constant diam-
eter. These conditions, however, cause only small devia-
tions from Poiseuille’s law.

Application of Poiseuille’'s law requires that flow be
steady rather than pulsatile, yet the contractions of the
heart cause cyclical alterations in both pressure and flow.
Despite this, Poiseuille’s law gives a good estimate of the re-
lationship between pressure and flow averaged over time.

Another criterion for applying Poiseuille’s law is that
flow be streamlined. Streamline (laminar) flow describes
the movement of fluid through a tube in concentric layers
that slip past each other. The layers at the center have the
fastest velocity and those at the edge of the tube have the
slowest. This is the most efficient pattern of flow velocities,
in that the fluid exerts the least resistance to flow in this
configuration. Turbulent flow has crosscurrents and ed-
dies, and the fastest velocities are not necessarily in the
middle of the stream. Several factors contribute to the ten-
dency for turbulence: high flow velocity, large tube diame-
ter, high fluid density, and low viscosity. All of these fac-
tors can be combined to calculate Reynolds number (Ny),
which quantifies the tendency for turbulence:

Ng = vdp/m (4)

where v is the mean velocity, d is the tube diameter, p is the
fluid density, and m is the fluid viscosity. Turbulent flow oc-
curs when Ny exceeds a critical value. This value is hardly
ever exceeded in a normal cardiovascular system, but high
flow velocity is the most common cause of turbulence in
pathological states.

Figure 12.4 shows that the relationship between pres-
sure gradient along a tube and flow changes at the point
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@Streamline and turbulent blood flow. Blood
flow is streamlined until a critical flow velocity
is reached. When flow is streamlined, concentric layers of fluid
slip past each other with the slowest layers at the interface be-
tween blood and vessel wall. The fastest layers are in the center of
the blood vessel. When the critical velocity is reached, turbulent
flow results. In the presence of turbulent flow, flow does not in-

crease as much for a given rise in pressure because energy is lost
in the turbulence. The Reynolds number defines critical velocity.
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@Axial streaming and flow velocity. The dis-
tribution of red blood cells in a blood vessel de-
pends on flow velocity. As flow velocity increases, red blood cells
move toward the center of the blood vessel (axial streaming),

where velocity is highest. Axial streaming of red blood cells low-
ers the apparent viscosity of blood.

that streamline flow breaks into eddies and crosscurrents
(i.e., turbulent flow). Once turbulence occurs, a given in-
crease in pressure gradient causes less increase in flow be-
cause the turbulence dissipates energy that would other-
wise drive flow. Under normal circumstances, turbulent
flow is found only in the aorta (just beyond the aortic
valve) and in certain localized areas of the peripheral sys-
tem, such as the carotid sinus. Pathological changes in
the cardiac valves or a narrowing of arteries that raise
flow velocity often induce turbulent flow. Turbulent flow
generates vibrations that are transmitted to the surface of
the body; these vibrations, known as murmurs and
bruits, can be heard with a stethoscope.

Finally, blood is not a strict newtonian fluid, a fluid that
exhibits a constant viscosity regardless of flow velocity.
When measured in vitro, the viscosity of blood decreases as
the flow rate increases. This is because red cells tend to
collect in the center of the lumen of a vessel as flow veloc-
ity increases, an arrangement known as axial streaming
(Fig. 12.5). Axial streaming reduces the viscosity and,
therefore, resistance to flow. Because this is a minor effect
in the range of flow velocities in most blood vessels, we
usually assume that the viscosity of blood (which is 3 to 4
times that of water) is independent of velocity.

PRESSURES IN THE CARDIOVASCULAR SYSTEM

Pressures in several regions of the cardiovascular system are
readily measured and provide useful information. If arterial
pressure is too high, it is a risk factor for cardiovascular dis-
eases, including stroke and heart failure. When arterial
pressure is too low, blood flow to vital organs is impaired.
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Pressures in the various chambers of the heart are useful in
evaluating cardiac function.

The Contractions of the Heart Produce
Hemodynamic Pressure in the Aorta

The left ventricle imparts energy to the blood it ejects into
the aorta, and this energy is responsible for the blood's cir-
cuit from the aorta back to the right side of the heart. Most
of this energy is in the form of potential energy, which is
the pressure referred to in Poiseuille’s law. This is hemody-
namic pressure, produced by contractions of the heart and
stored in the elastic walls of the blood vessels. A much
smaller component of the energy imparted by cardiac con-
tractions is kinetic energy, which is the inertial energy as-
sociated with the movement of blood. The next section de-
scribes a third form of energy, hydrostatic pressure, derived
from the force of gravity on blood.

A Column of Fluid Exerts Hydrostatic Pressure

Fluid standing in a container exerts pressure proportional
to the height of the fluid above it. The pressure at a given
depth depends only on the height of the fluid and its den-
sity and not on the shape of the container. This hydro-
static pressure is caused by the force of gravity acting on
the fluid. When a person stands, blood pressure is greater
in the vessels of the legs than in analogous vessels in the
arms because hydrostatic pressure is added to hemody-
namic pressure. The hydrostatic pressure difference is
proportional to the height of the column of blood be-
tween the arms and legs.

Two conventions are observed when measuring blood
pressure. First, ambient atmospheric pressure is used as a zero
reference, so the mean arterial pressure is actually about 93
mm Hg above atmospheric pressure. Second, all cardiovascu-
lar pressures are referred to the level of the heart. This takes
into account the fact that pressures vary depending on posi-
tion because of the addition of hydrostatic to hemodynamic
pressure. (As we will see in Chapter 16, when capillary pres-
sure is discussed, the term hydrostatic pressure is used to mean
hemodynamic plus hydrostatic pressure. Although this is not
strictly correct, it is the conventional usage.)

Transmural Pressure Stretches Blood Vessels
in Proportion to Their Compliance

Thus far, we have discussed pressure and flow in the car-
diovascular system as if blood vessels were rigid tubes. But
blood vessels are elastic, and they expand when the blood
in them is under pressure. The degree to which a distensi-
ble vessel or container expands when it is filled with fluid is
determined by the transmural pressure and its compliance.
Transmural pressure (Pry) is the difference between the
pressure inside and outside a blood vessel:

Poutside (5)
Compliance (C) is defined by the equation:
C - AV/APTM (6)

PTM = pinside -

where AV is the change in volume and APty is the change
in transmural pressure.

A more compliant structure exhibits a greater change in
volume for a given transmural pressure change. The lower
the compliance of a vessel, the greater the pressure that will
result when a given volume is introduced. For example,
each time the left ventricle contracts and ejects blood into
the aorta, the aorta expands; in doing so, it exerts an elastic
force on the increased volume of blood it contains. This
force is measured as the pressure in the aorta. With aging,
the aorta becomes less compliant, and aortic pressure rises
more for a given increase in aortic volume. Veins, which
have thinner walls, are much more compliant than arteries.
This means that, when we stand up and increased hydro-
static pressure is exerted on both the veins and the arteries
of the legs, the volume of the veins expands much more
than that of the arteries.

Mean Arterial Pressure Depends on Cardiac
Output and Systemic Vascular Resistance

A simple model is useful in seeing how the pressures, flows
and volumes are established in the cardiovascular system.
Imagine a circuit such as is shown in Figure 12.6. A pump
propels fluid into stiff tubing that is of a large enough di-
ameter to offer little resistance to flow. Midway around the
circuit is a narrowing or stenosis of the tubing where almost
all of the resistance to blood flow is located. The tubing
downstream from the stenosis is 20 times more compliant
than the tubing upstream from the stenosis. It has the same
diameter as the upstream tubing and also offers almost no
resistance to flow.

First imagine that the pump is turned off and the tub-
ing is completely collapsed. At this point, enough fluid
is infused into the circuit to fill all of the tubing and just
begin to stretch the walls of the upstream and down-
stream tubing. Once the infused fluid comes to rest in-
side the tubing, the pressure inside the tubing is the
same throughout because the pump is not adding energy
to the circuit and there is no flow. The pressure inside
the tubing is the pressure needed to “inflate” or fill the
tubing in the resting state. The pressure outside the tub-
ing is assumed to be atmospheric, and so the inside pres-
sure equals the transmural pressure. Because the trans-
mural pressure is the same throughout, and the left side
of the circuit is made up of more compliant tubing, its
volume is larger than the volume of the right side (see
equation 6).

Imagine that the pump turns one cycle and shifts a small
volume of fluid from the high-compliance tubing to the
low-compliance tubing. The drop in volume on the left side
has little effect on pressure because of its high compliance.
However, an equivalent increase in volume on the low-
compliance right side causes a 20-fold larger change in
pressure. The pressure difference between the right and left
side initiates flow from right to left. With only one stroke
of the pump, the pressures on the two sides of the stenosis
soon equalize as the volumes return to their resting values.
At this point, flow ceases.

If the pump is turned on and left on, net volume is
transferred from left to right until the pump has created
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@A model of the systemic circulation. When
the pump is turned off, there is no flow and the
pressures are the same everywhere in the circulation. This pres-
sure is called the filling pressure, shown as a dotted line. When
the pump is turned on, a small volume of fluid is transferred from
the high compliance left-hand side (D) to the low compliance “ar-
terial” side (A). This causes a small decrease in pressure in the left-
hand tubing and a large increase in pressure in the right-hand tub-
ing. The difference in the changes in pressures is because of the
differences in compliance. Flow around the circulation occurs be-
cause of pressure difference established by transfer of fluid from
the left- to the right-hand side of the model. Almost all of the re-
sistance to flow is located at the high resistance stenosis between
B and C. Because of this, almost all of the pressure drop occurs
across the stenosis between B and C. This is shown by the pres-
sures (solid line) observed when the pump is operating and the
circulation is in a steady state.

a pressure difference sufficient to drive flow around the
circuit equal to the output of the pump. In this new
steady state, the pressure on the left side is slightly be-
low the filling pressure and the pressure on the right side
is much higher than the filling pressure. Although the
volume removed from the right side exactly equals the
volume added to the right side, the difference in the
changes in pressures reflects the different compliances
on the two sides of the pump.

The graph in Figure 12.6 shows that there is a small pres-
sure drop from the outlet of the pump (A) to just before the
stenosis (B), a large pressure drop occurs across the steno-
sis, and a very small pressure drop exists from just after the
stenosis (C) to the inlet to the pump (D). This is because al-
most all of the resistance to flow is located at the stenosis
between B and C.

In the steady state, flow (Q) through the circuit equals
the rate at which volume is transferred from D to A by the
pump. In the steady state, Q is also equal to the pressure

difference between point A (P4) and point D (Pp) divided
by the resistance (R) to flow (see equation 1):

Rate of pump transfer of volume from

DtoA=Q=(Pa-Pp)R (7)

We can think about the coupling of the output of the left
heart to the flow through the systemic circulation in an anal-
ogous fashion. The systemic circulation is filled by a volume
of blood that inflates the blood vessels. The pressure re-
quired to fill the blood vessels is the mean circulatory filling
pressure. This pressure can be observed experimentally by
temporarily stopping the heart long enough to let blood
flow out of the arteries into the veins, until pressure is the
same everywhere in the systemic circulation and flow
ceases. When this is done, the pressure measured through-
out the systemic circulation is approximately 7 mm Hg.

Just as in the model, when the heart restarts after tem-
porarily stopping, a net volume of blood is transferred to
the arterial side from the venous side of the systemic cir-
culation. Net transfer continues until the pressure differ-
ence builds up in the aorta and decreases in the right
atrium enough to create a pressure difference to drive the
blood to the venous side of the circulation at a flow rate
equal to the output from the left ventricle. Because the ve-
nous side of the systemic circulation is approximately 20
times more compliant than the arterial side, the increase
in pressure on the arterial side is 20 times the drop in pres-
sure on the venous side.

The pumping action of the heart in combination with
the elasticity of the aorta and large arteries make the aor-
tic and arterial pressures pulsatile. In this discussion, we
will concern ourselves with the mean arterial pressure
(P,), the pulsatile pressure averaged over the cardiac cy-
cle. Pressure in the aorta and large arteries is almost the
same: there is only a 1 or 2 mm Hg pressure drop from the
aorta to the large arteries. With vascular disease, the pres-
sure drop in the large arteries can be much greater (see
Clinical Focus Box 12.1). For most purposes, mean arterial
pressure refers to the pressure measured in the aorta or
any of the large arteries.

Flow through the aorta and large arteries (Q,,), and on
to the rest of the systemic circulation, is equal to the car-
diac output in the steady state. It i